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ABSTRACT
Traffic modeling and classification is important in many
areas like intrusion detection, anomalous traffic detection,
network planning or bandwidth management. A novelty in
the work presented in this paper is the use of texture clas-
sification methods from the domain of digital image pro-
cessing for network traffic classification. We use strate-
gies based on Co-occurence Matrices to derive statistical
properties for network traffic classification. Using the well
known kNN-Classificator we are able to distinguish differ-
ent classes with a high probability.
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1 Introduction

The issue of IT-Awareness has been of great interest in the
last few years. Not surprisingly when the dramatic increase
of incidents and vulnerabilities over the past ten years is
taken into consideration. Therefore, many organisations try
to protect themselves by enforcing security guidelines or
even a security policy for their network. In most cases there
is a security officer (network administrator) responsible for
the implementation of this security policy. As an example
the firewall policy of an organisation could be to block di-
verse ports: the telnet port (23), the standard port where
the MySQL server runs (3306) and common P2P ports or
only allow incoming traffic on Port 80. This solution only
provides limited protection with regard to enforcing secu-
rity policies for several reasons. Firstly, malicious users are
able to bypass the firewall by configuring their server to lis-
ten to port 80 although the service offered is not HTTP and
forbidden. Secondly using HTTP Tunneling, encapsulated
in HTTP packets, data packets of applications which are
normally not permitted can reach their destination by by-
passing the firewall and violating the security policy of the
organisation. Since many security officers responsible for
network administration mainly use simple port analysis to
detect applications which are normally not permitted, they
are not able to detect the security violations described in
the first two scenarios as well as some others (see [1] [2]
for more). When it comes to the detection of traffic which

is not allowed, a simple port analysis cannot really help
as has been confirmed in several studies carried out in the
past [3] [4]. A signature based Intrusion Detection System
such as Snort (www.snort.org), can be used to access the
content of the packet and highlight the differences between
port indication and the content as such. But such systems
only work well on links where the speed is not too high.
Furthermore, through the increase in use of cryptographic
algorithms to protect applications, the payload of the pack-
ets and even the header cannot be accessed. In those cases
the security officer is ”blind” and has no chance to detect
applications carried by the packets. To address this prob-
lem, diverse methods have been proposed with the aim of
identifying the service related to traffic flow (traffic classi-
fication).

The idea behind traffic classification is, that each ap-
plication has a profile, an extensive analysis of this profile
can be used to identify applications running on top of the
transport protocols. It has been shown that port based, but
also payload based analysis [3] [5] [6] have their limitations
with regard to application identification. Therefore, trans-
port layer statistics ([4] [7] [8] [9]) have been used to build
traffic profiles and diverse methods (see section 2) for the
classification of traffic. Hereby, a differentiation has to be
made with regard to which information is used to perform
the classification: header, payload or just metainformation
based on header and or payload.

In this paper we introduce a method to classify en-
crypted network traffic using statistical texture analysis
methods. We analyse time-aggregated network traffic with
a co-occurrence matrix [10] [11] and related statistical met-
rics to determine both HTTP and SMTP traffic. Since they
considerably differ from each other, traffic can either be
classified as HTTP or SMTP by using one or several of
these parameters. There has not been an application of sta-
tistical texture analysis methods, specifically co-occurrence
matrices and related parameters for network traffic classifi-
cation to date. Indeed Mizuki et al. [12] proposes a method
for the detection of masqueraders using the so called Eigen
Co-occurrence Matrices, but the detection method works
on Unix commands and not on network packets.

The rest of this paper is organised as follows: in sec-
tion 2 we summarise related work. Section 3 gives an
overview of texture analysis methods with co-occurrence



matrices. In section 4 we present the results of our pro-
posal and in section 5 we summarise and provide direction
for future work.

2 Related Work

In the past diverse approaches have been proposed to deal
with traffic classification. Auld et al. [9] extended the work
done by Moore et al. [4] by using a Bayesian Neural Net-
work classificator. More than two hundred features are ex-
tracted from the TCP traffic flows, normalised between 0
and 1 and used as an input to a neural network (Multi-
layer Perceptron). The neural network then provides the
probability of a traffic flow to belong to one of 10 traffic
classes. The classification is carried out without access to
the contents of the packets. Moreover, neither IP address
nor port information is taken into consideration. Divakaran
et al. [8] use the concept of a packet train which was intro-
duced by Jain [13]. A packet train is a socket connection
between two hosts and consists of packet train length (num-
ber of packets in a socket communication) and packet train
size (total mumber of bytes being transmitted in the socket
connection). These two parameters are used to model the
traffic flow using Vector Quantisation (VQ) and Gaussian
Mixture Models (GMM). The k-Nearest Neighbors (kNN)
algorithm is used to classify the traffic flow as belonging
to one of the following standard protocols (HTTP, SMTP,
DNS, SSH and POP3).

Bernaille et al. [14] follow a completely different ap-
proach. They argue that in a traffic flow, the size of the
first p packets is characteristic of each application. Their
method works in two phases: In the offline phase each TCP
flow (consisting of the first p packets) is mapped to a p di-
mensional vector. Hereby, the size of each of the p packets
in the TCP traffic stream is represented by one dimension.
The similarity between flows is then given by the Euclidean
distance and the k-Means algorithm is used to build traffic
classes. To classify a new flow (online phase) the Euclidean
distance between the new flow and the center of each of
the cluster is calculated and the flow is classified as be-
longing to the application where the distance is minimum.
They only need the first five packets to establish the rela-
tion between the TCP flow and the application. Apart from
the DBSCAN1 algorithm, Erman et al. [15] also use the
clustering algorithm k-Means and the Euclidean distance
as metric for classification. Further classification methods
are: a decision tree classifier [2] for the classification of ap-
plication protocols based on the analysis of the TCP state
flags, Hidden Markov Models (HMM) in [16] for encrypted
applications based on features which remain intact after en-
cryption and finally a rule based classification method re-
lying on a predifined set of algorithms to determine a large
class of backdoors operating on non standard ports [1].

In contrast to the related work we point out that we
do not have access to single packet information. We only
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Figure 1. Texture with brightness coded GLCM

estimate the amount of data transmitted in a given time in-
terval and introduce texture analysis methods to network
traffic classification.

3 Grey Level Co-occurrence Matrix

One challenge in digital image processing is the clas-
sification of textures. A sampled and quantisised digi-
tal image can be interpreted as a matrix G = g(�x) =
g(nx, ny) ∈ {0, 1, ..., Ng−1} and the description of combi-
nations of pixel brightness values (grey levels) in this im-
age is called Grey Level Co-occurrence Matrix (GLCM)
C(δ, T ) = [s(i, j, δ, T )] or Grey Tone Spatial Dependency
Matrix.

Each element s(i, j, δ, T ) is a second order probabil-
ity going from one grey level i to another grey level j given
the displacement vector δ = (∆x, ∆y). T defines a tile of
the original picture. Each element in C(δ, T ) can be deter-
mined with

s(i, j, δ, T ) =
Θ{�x|�x, �x + δ ∈ T, g(�x) = i, g(�x + δ) = j}

Θ{�x|�x, �x + δ ∈ T }
(1)

where Θ denotes the number of elements in each set [11].
The dimension of C(δ, T ) is NgxNg.

Figure 1 shows the co-occurrence matrix for the cor-
responding texture. Elements along the diagonal of the ma-
trix represent neighboring pixel pairs with less or no differ-
ence in the grey level. The farther away from the diagonal
the higher the grey level difference becomes.

Haralick et al. proposed 14 criteria extracted from
the GLCM to describe a texture [10] and used them as
an input vector for a classificator. Conners et al. pointed
out six significant parameters from the original 14 in [11]
and we use the Correlation (8) as a seventh parameter.
The parameters with σi =

∑
i

∑
j(i − µi)2 · s(i, j) and

σj =
∑

i

∑
j(j − µj)2 · s(i, j) are defined as follows:

ASM =
∑

i

∑
j

(s(i, j))2 (2)

ENT = −
∑

i

∑
j

s(i, j) · log(s(i, j)) (3)



IDM =
∑

i

∑
j

s(i, j)
1 + (i − j)2

(4)

INE =
∑

i

∑
j

(i − j)2 · s(i, j) (5)

CS =
∑

i

∑
j

((i − µi) + (j − µj))3 · s(i, j) (6)

CP =
∑

i

∑
j

((i − µi) + (j − µj))4 · s(i, j) (7)

CORR =
∑

i

∑
j

(i − µi)(j − µj) · s(i, j)
σi · σj

(8)

The variable µi is defined as µi =
∑

i

∑
j i · s(i, j) and

µj =
∑

i

∑
j j · s(i, j).

The Angular Second Moment (2) describes the energy
of the matrix and the Entropy (3) reflects the information
content. Inertia (5) can be interpreted as a contrast to the
greyscale image and Inverse Difference Moment (4) as an
inverse weighted measure of contrast. Cluster Shade (6)
describes spots with homogene intensity and a high con-
trast to the remaining structure, the grey level of clusters
are characterised by Cluster Prominence (7).

4 Analysing Network Traffic with GLCM
Parameters

In our work we examine the in- and outgoing network traf-
fic of two different servers. Both are running SuSE Linux
9.2 and are dedicated to one service only. The first is an
SMTP-Server running Exim 4.60, the second is an HTTP-
Proxyserver with Squid 2.3. The network traffic is mea-
sured at the gateway to the external network with the built-
in packet and byte counter of iptables. The traffic was
measured in a period of 14 weeks at weekdays between
7:30am and 4:30pm resulting in 70 independent traces of 9
hours for each type of traffic. A typical time series for net-
work traffic is shown in figure 2. There are a few peaks of
network traffic and several sections of burst traffic as well
as sections with less or no traffic.

Like the windowing mechanism (see T in eq. (1))
in the texture analysis we divide each 9 hour time series
in 6 segments of 90 minutes each resulting in a total of
840 segments for further analysis. This is the training set
for our research, another measurement of 10 days and 120
segments is independent of the training set and will verify
our results.

We transfer the mechanisms of analysing textures to
classification of network traffic. Our basic data are one di-
mensional time series of throughout measurements in con-
trast to two dimensional images in texture analysis.

In the scope of texture analysis this two dimensional
aspect is taken into consideration in the displacement vec-
tor to generate the co-occurrence matrix. A rotation invari-
ant co-occurrence matrix is computed by averaging several
GLCMs which are based on different displacement vectors
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Figure 2. Typical network traffic time series
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Figure 3. Parameters as a function of matrix size

(horizontal, vertical, diagonal-up and diagonal-down). In
our case the direction of the vector is implicitly given by
the time, thus we have only one displacement vector along
the time scale representing the difference between two suc-
cessive time intervals.

In the following we discuss the necessary steps to
transfer the texture analysis technique to network traffic
and present the results of the calculated GLCM paramters
of our datasets. We will then discuss some statistical ap-
proaches to extract pattern from the calculated characteris-
tics.

4.1 Determining the GLCM matrix size

In the case of texture analysis the size of the co-occurrence
matrix is explicitly given by the range of the greyscale val-
ues, e.g. a 8-bit greyscale image results into a matrix size
of 28x28. In our scenario the source for the co-occurrence
is a time series with no explicitly given limit for the values,
the limit is given by the bandwidth of the measured link.
Without normalisation this would result in a huge matrix
size, in addition to this, a peak in the measured data would
also increase the size. A peak of 10 MByte/minute e.g. will
result in a matrix size to the magnitude of 107x107, which
does not make sense thus requiring quantisation.

We analysed a linear quantisation to a matrix size of
2i with i ∈ {2, 3, ..., 12}. Figure 3 shows the computed
parameters (eq. 2 to 8) as a function of the matrix size. On
the left side we see a linear dependency of the values In-
ertia (5), Cluster Shade (6) and Cluster Prominence (7) to
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Figure 4. Histograms of selected parameters
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Figure 5. Plot of IDM and CORR

the matrix size. From this, it follows that the distribution
of these three parameters are independent of the size of the
co-occurrence matrix. The other values Inverse Difference
Moment (4), Correlation (8), Angular Second Moment (2)
and Entropy (3) do not show such a simple correlation in
the diagram of figure 3 on the right. But for values higher
than 6 you can see a nearly constant graph for all param-
eters. With regard to fast computation we have chosen a
matrix size of 27 for all further computations.

4.2 Evaluation of feature vectors

Figure 4 shows the histogram of our training dataset for
parameters described in section 3. The histograms for In-
ertia (5) and Cluster Prominence (7) (as well as for Cluster
Shade (6), which is not printed in the figure) show nearly
the same structure for both traffic types and thus cannot be
used for classification.

The other diagrams (ASM, ENT, CORR and IDM)
expose a significant difference between SMTP and HTTP
traffic which is used in the following sections to categorise
the type of network traffic. Table 1 shows the mean µ and
the standard deviation σ of both SMTP and HTTP datasets.
With σ nearly equal or even higher than µ it is obvious that
the parameters Cluster Prominence and Cluster Shade are
not a good choice for classification.

As an example the parameters Inverse Difference Mo-
ment and Correlation are plotted against each other in fig-
ure 5. Although there is an intersection of both classes
(SMTP and HTTP) a clustering of each class can be ob-
served.

For further analysis we use the Principal Components
Analysis to extract the significant features.

4.3 Principal Components Analysis

Very often when conducting research, more than one vari-
able has to be analysed and very often situations arise
where the data to be analysed is simply too large (large
data matrix). Since in many areas, the processing time is
an issue, it would be desirable only to eliminate variables
which are irrelevant, because the processing complexity
grows with the number of variables to be analysed. The
goal of the Principal Component Analysis is to accomplish
this task, to reduce the dimension of the data by just tak-
ing relevant variables (so called principal components) into
account and making sure that the loss is low.



SMTP HTTP
Parameter µ σ µ σ

Angular Second Moment 0, 301 0.174 0.113 0.135
Entropy 0.935 0.315 1.501 0.374
Correlation 0.366 · 10−3 0.581 · 10−3 0.701 · 10−3 0.484 · 10−3

Inverse Difference Moment 0.633 0.139 0.360 0.186
Intertia 567.14 270.7 619.29 313.07
Cluster Shade 87.323 · 103 80.626 · 103 107.71 · 103 89.92 · 103

Cluster Prominence 13.108 · 106 17.479 · 106 17.037 · 106 18.245 · 106

Table 1. First order statistics

Let M be a matrix of observations with p being the
number of variables to be analysed and n the number of
observations for each variable. M can be written as follows

M =

⎡
⎢⎢⎢⎢⎣

x11 x12 x13 . . . x1p
x21 x22 x23 . . . x2p
x31 x32 x33 . . . x3p
. . .
xn1 xn2 xn3 . . . xnp

⎤
⎥⎥⎥⎥⎦

(9)

Let X be the multivariate described by the matrix above.
To characterise this multivariate we need to determine the
mean and the so called variance-covariance matrix of the
variable. The mean X̄ of the multivariate X is

X̄ =
[
X̄1, X̄2, X̄3, X̄4, . . . X̄p

]
(10)

The variance-covariance matrix S can be calculated as fol-
lows [17]

S =
1

(n − 1)
·

i=n∑
i=1

(Xi − X̄)(Xi − X̄)t, (11)

Hereby Xi is a row vector of the matrix M. To determine
the principal component of the variance-covariance matrix,
at first the eigenvalues and related eigenvectors are deter-
mined. To determine the eigenvalues of S, the linear equa-
tion (12) must be solved.

det(S − λ · I) = 0 (12)

When the values have been determined, we can proceed-
further and determine the vectors by solving the following
equation.

(S − λ · I) · �e = �0 (13)

After calculating the eigenvalues and the eigenvec-
tors, the next step is to construct a matrix T composed of
eigenvectors, with columns of the matrix as the eigenvec-
tors, whereby the eigenvectors with the k largest eigenval-
ues are chosen. In [18] criteria for the choice of the new
dimensions k have been specified. The relation between
the original Matrix X and the principal component matrix
Z is

Z = T · X (14)

Traffic Positive Negative Classification rate

HTTP 55 5 91.67%
SMTP 52 8 86.67%

Total 107 13 89.17%

Table 2. Accuracy of classification

The error related to the dimension reduction equals:

e =
1
2

i=n∑
i=k+1

λi (15)

4.4 Classification of network traffic

We use the k-Nearest-Neighbors (kNN) algorithm with k =
5 to classify the 60 segments of each SMTP and HTTP traf-
fic and to estimate the classification rate of our proposal. To
get reasonable results for the Euclidian distance we trans-
form each feature vector to the same standard deviation of
σ = 1 and only use the four most relevant parameters (An-
gular Second Moment (2), Entropy (3), Inverse Difference
Moment (4) and Inertia (5)).

Table 2 shows the results: The classification accuracy
of HTTP is about 91.67% and slightly higher than that of
SMTP with 86.67% resulting in a total classification accu-
racy of 89.17%.

5 Conclusion and Future Work

We have presented a novel approach for identifying net-
work traffic. Using statistical texture analysis methods we
were able to map the given time series into the known co-
occurrence matrix. Even with the inaccurate available data
on time series with one minute resolution, we show that it
is possible to classify different types of network traffic. We
demonstrated the use of the kNN algorithm to classify data
with an accuracy of 90%.

For future work we will analyse the time series at dif-
ferent time scales (with a different time interval) and in-



clude other parameters like the number of packets per time
interval to obtain a multi-dimensional time series.

We also intend to further examine network traffic with
the proposed method on packet level also including net-
work flow information. Due to the increasing rate of Peer-
to-Peer traffic this type of traffic will be investigated in de-
tail as well as superposed traffic.
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