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Abstract—Traffic visualisation is important in several areas
e.g. network planning and monitoring, network traffic analysis
and intrusion detection. A novelty in the work we present in his
paper is the use of texture analysis methods from the domain
of digital image processing for network traffic visualisation. We
use strategies based on co-occurrence matrices to derivasstical
properties for network traffic visualisation and anomaloustraffic
detection. Based on the fact that some of the statistical pperties
are related to a certain kind of traffic, which is also reflectel in
the allocation of the dynamic co-occurrence matrix, we are ble
to display the global status of our network and show periods,
where the traffic behaviour is unusual. Further, we introduce a
new parameter, Network Traffic HomogeneitNTH) as a measure
of the local roughness of the network traffic.

I. INTRODUCTION

heavily loaded networks with thousands of packets per minut

Although humans cannot understand huge amounts of
text data at once, they have magnificent capacities in image
processing, thus a suitable visualization of this data exed
and has been the focus of a lot of research in the recent past.
Hereby different approaches (geometric approaches [$], [6
[71, [8], [9], [10], icons and glyphs based methods [4] [11],
pixels based methods [12], [13], hierarchy and graph based
[14] or hybrid approaches [15]) have been used to effegtivel
visualise the traffic. Since, in most cases, multidimeralion
data is being dealt with, a lot of effort has also been put
into reducing the dimension of the multivariate data in orde
to be able to render the data on a display. Our approach is

The topic Intrusion Detection has been of great interest owdifferent from many other visualisation methods. We use the

the past years. Not surprisingly when the dramatic increaseme basic data i.e. network traffic. We represent network
of incidents and vulnerabilities over the past ten years taffic as a time series and transfer it to the domain of digita
taken into consideration. The growing number of incidents aimage processing by mapping traffic samples to an image.
vulnerabilities resulting from the complexity of commuaic With this representation we can make use of statisticalitext
tion protocols and related applications together with thet f analysis methods to analyse and visualize the resulting dat
that many tools are currently available to randomly scan tiset. Further, we can process detailed network packet data,
internet for security holes, cause a lot of problems to sgcure.g. TCP flows, or can use aggregated data where only the
officers responsible for the network administration. Theme packet arrival times and packet sizes are available.
many security officers use intrusion prevention, detectind
response systems in order to anticipate, detect and react ttn this paper we introduce a method to visualise network
attacks by outsiders or misuse as well as abuse by insidergraffic using statistical texture analysis. To do this the co
With regard to detecting intrusions on computer systenagcurrence matrix [16] [17] and related statistical meti@ce
and networks many approaches have been proposed in plated versus time. Since some of the statistical traffrapa
past, ranging from rule based attacks detection e.g. usiegrs differ significantly according to the type of trafficew
Snort neural networks [1], data mining [2] or decision treeare able to visualise network traffic and display scan petiod
to support vector machines [3]. The process of detectiddnere has not been an application of statistical texturéyana
intrusions generally consists of analysing log files ansls methods, specifically co-occurrence matrices andectlat
displaying relevant information resulting from the anédy® parameters to network traffic visualisation to date. Indeed
the security officer. Studies carried out in the past confirmen application of co-occurrence matrices to computer #gcur
that text based tools were widely used to estimate the nktwaan be found in [18], where Mizuki et al. propose a method
status. In [4] most of the interviewed system administatofor the detection of masqueraders using the so cafliggn
answered that they only use text based tools but md3b-occurrence Matricesbut the detection method works on
of them realise the necessity of improved visualisatiodnix commands and not on network packets. Furthermore the
methods, including interactivity. It is nearly impossiblesisualisation of the traffic is not an issue in their paper.
for a human to gather all relevant information to directly The rest of this paper is organised as follows: in section
understand the security status of the network, especially 11 we give an overview of work carried out in the area of



traffic visualisation. Section Il introduces texture aysd¢ This visualisation provides better understanding of tineeti
methods with co-occurrence matrices. In section IV we presdransition of attacks. The IP address block and geographica
the results of our proposal and we summarise and provildeation are connected with a line. Statistical informatég.

direction for future work in section V. number of attacks for each location are shown as bar charts.
Arcs on the map indicate source and destination addresses.
Il. RELATED WORK ltoh et al [14] also use the IP address as the starting point of

Several tools have been proposed in the past to visualté€ir approach. They propose an algorithm for the hieraehi
network traffic. Characteristic for all of them is the facath representation of network data. They formed four levels of
header related information, mostly IP address, port nuraberhierarchical data using the IP address space and thenigisual
time are used to create a grid for the representation of tieusing black square icons and rectangles. Hereby branch
network status. Each position within the grid then represeriodes are displayed as rectangular borders whereas lee$ nod
a specific network activity. are represented as squares inside the rectangular borden W

Lakkaraju et al. [7] use\VisionIPto analyse and monitor & user clicks on a leaf node, the corresponding hosts are
the whole IP address space of a class B network in thrdisplayed together with the corresponding number of inutisle

different views. The whole network can be monitored by a The work of Girardin et al. [20] considerably differs from
two dimensional representation of subnets and relateds hogiose we have seen so far. Girardin et al. use a neural network
with hosts being represented in th@xis and subnets in the  (self organizing maps, introduced by Kohonen [21]) to perfo
axis in the global view. Each host is coloured depending®n the mapping with regard to the traffic to be visualised. Hgreb
traffic characteristics. Network regions presenting stieps  a multidimensional vector consisting of a number of attisu
behaviour can be considered further by selecting a re@angl such as packet length, host and port is built and used as
the global view. This opens the Small Multiple View (SMV),input for a neural network. Based on similarities between th
where traffic on open ports is colour encoded and displayggta points, using the Euclidian distance as metric, theaheu
using port related two bar chattsA further visualisation is network then maps the multidimensional input vector into a
offered by the machine view, where diverse traffic paranseter-p grid. Within the grid, the units are visualised as sqsare
such as byte and flow counts can be analysed further. Ball etﬁ:éreby the size, foreground colour and background colacair ar
[4] also use the IP address to display the state of a netwaréed to display the different states of the network. Problem
on the screen. Hereby the first two bytes of an IP addregfh regard to text based tools, were the motivation for the
are used as coordinate and the last two ascoordinate. work of Koike et al. [11], who propose8nortviewto visualise

In order to avert overlapping, adaptation techniques aegl ugalse positives fromSnort log files. Snortviewdisplays the
[19]. The home network is visualised as a large square grilformation within three frames: the source address frahe,
wherein each single host is shown as a small square. Exteriakt frame and the destination matrix frame. In the source
hosts are visualised by markers, whose size depends on 4@gress frame the source address of hosts detected by the
intensity of communication. The communication is représén Network Intrusion Detection System (NIDS) are displayed in
by lines and the related direction is colour encoded. Gdodge vertical axis. In the alert frame, source IP addresses ar
et al. [10] find it important to provide analysts with the s@jisplayed versus time. Hereby alerts are encoded as cdloure
called "big picture” of the network state by putting indiviél jcons, the shape of the icon defining the type of attacks and
packet details into a larger context. This is achieved thhouthe colour the related priority level. By clicking on a synhbo

the use of thelime-based Network traffic VisualizéfNV). in the source and destination matrix frame, the commurtinati
TNV provides different levels of aggregation. At the higheSpath is highlighted.
level the entire network can be shown. A further level is the s

called matrix display, here hosts IP addresses are digpiaye IP addresses is used to visualise cyber threats, in [8] where

the y-axis and the time in the-axis. Time intervals are repre-y o source IP address, the destination IP address and the
sented by columns, hosts by rows, and the number of packg S

L . . : stination port were used to detect scans and SYN flooding
for a specific time interval is colour encoded and displaye

in the resulting box. The network administrator or securitg/ tacks by plotting the number of unsucessfull connections

o . ) L ersus time as a 2-D plot (histograph) and in [12] where Kim
officer is able to localise areas of h!ghgr a}ct|V|ty throug t et al. detect and visualise anomalies based on the distnibut
colour of the box. The colour of the link indicates the pratioc : :

L : . . the IP header information.
and port activity can also be displayed. Hideshima et al. [8{ . .
argue that it is very important to know where intrusions come Our approach is totally different from those presented so fa
from and introduce the geographical dimension to the Idgicere is a little in commonn with the approach presented [1
and temporal ones. The logical visualisation is e.g. a 248 they also considered a time series as an image and apply
representation of the relationship between IP addresse¢sel Methods from the area of image analysis and video processing
temporal visualisation, an event of interest e.g. the numtf@r further analysis. In our approach we also represent the

of packets or the number of attacks is visualised versus. tinfiita to be analysed as a time series but apply statistical
texture analysis methods, co-occurrence matrices to semaly

10ne for well known ports and the other one for ephemeral ports and visualise the network state.

Further work can be found in [15] where a 2-D matrix of
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Il. GREY LEVEL CO-OCCURRENCEMATRIX

One challenge in digital image processing is the classi-

fication of textures. A digital image, which has been sam- S = ZZ i) + (G =) - 80, 4) (6)
pled and quantisized can be interpreted as a makix

9(Z) = g(ng,ny) € {0,1,...,N,_1} and the description of B . , RV
combinations of pixel brightness values (grey levels) iis th CpP = ZZ((Z — i)+ = )" 800 9) 7

image is calledGrey Level Co-occurrence MatrixGLCM)
C(6,T) = [s(i,7,0,T)] or Grey Tone Spatial Dependency i) - s(i, )
Matrix. CORR = Z Z (8)

Each elemens(i, j,0,T) is a second order probability to 7

go from one grey levef to another grey levej given the The variabley; is defined ag:; = > ij‘~s(z‘,j) andyu; =
displacement vecto§ = (Ax,Ay). T defines a tile of the S, s(i ).

original picture. Each element i6(5,T) can be determined * The Angular Second Momeii2) describes the energy of the

as matrix and theEntropy (3) reflects the information content.
o o{z|z, £ +0 €T, g(%) =1i,9(Z+6) = j} Inertia (5) can be interpreted as a contrast to the greyscale
s(i,7,6,T) = O{f|7, 7 +0e T} image andlInverse Difference Momenf(4) as an inverse

(1) weighted measure of contrastluster Shade(6) describes
where® denotes the number of elements in each set [16]. TRpots with homogene intensity and a high contrast to the
dimension ofC(4,T) is NyxN,. remaining structure, the grey level of clusters is charésstd

In Fig. 1 a texture and the corresponding co-occurrenby Cluster Prominencg7).
matrix are shown. Elements along the diagonal of the matrix
represent neighboring pixel pairs with less or no diffeeeirc IV. VISUALISATION OF NETWORK TRAFFIC
the grey level. The farther away from the diagonal the higher A typical time series for network traffic is shown in Fig.
the grey level difference becomes. 2. The number of packets captured in a time inter¥al
Haralick et al. proposed 14 criteria extracted from thig plotted for successive time intervals. The self-siméad
GLCM to describe a texture [17] and used them as an inpiééctal nature of the traffic can be observed as well, theee ar
vector for a classificator. Conners et al. pointed out sixi§ig few peaks and several periods of burst traffic as well as gsrio
icant parameters from the original 14 in [16] and we use thgth less or even no traffic.
Correlation (8) as a seventh parameter. The parameters withThe number of packets captured is a good example for an
op = 3 > (i—pi)?*-s(i,§) andoy = 37, 37 (—p)*-s(i,§)  aggregation function. We use this parameter as an input for

are defined as follows: our system and are able to analyse multiple levels of details
depending on what is of specific interest. In most cases these
ASM = Z Z(s(i,j)f (2) details are directly related to the protocol type e.g. theber

of IP, TCP, UDP or ICMP packets per time interval. Further
details such as the number of TCP streams or open TCP
ENT == "> " s(i,5) -log(s(i, )) (3) connections are the result of a traffic flow analysis. It iDals
i possible to apply filter options to restrict the traffic to @sific
protocol such as HTTP or SMTP.

IDM = ZZ (4) Similar to the windowing mechanism (sé€gin (1)) in the
1+ (i *J texture analysis we also use a sliding window of adjustable
size to retrieve the parameters, but our basic data is a one
INE = ZZ(Z ,j)2 -5(i,§) (5) dimensional time series of aggregated events in contrast to

two dimensional images in texture analysis.
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In the scope of texture analysis this two dimensional aspd@ttern with a strong allocation near the upper border agsle
is taken into consideration in the displacement vector {6 @ low value.
generate the co-occurrence matrix. A rotation invariant co Fig. 3 shows the progress dfTH in a testing scenario. In
occurrence matrix is computed by averaging several GLCNfse first third of the diagramiNTH is approximately equal to
which are based on different displacement vectors (mostipe, this indicates a very high homogeneity which is caused
horizontal, vertical, diagonal-up and diagonal-down).otr by no active traffic. A value of one is reached by a constant
case the direction of the vector is implicitly given by theadi, network traffic. Network traffic is generated manually (HTTP
thus we have only one displacement vector along the tirtraffic) and the value becomes lower and lower. The effect
scale representing the difference between two successiee tof the sliding window can be observed directly and the final
intervals. value of about 0.80 is reached step by step.

In the following we introduce a new GLCM parameter,
discuss the necessary steps to transfer the texture analysi
technique to network traffic, present our visualisatiorigafe B. Determining the GLCM matrix size

and show our results. . . .
In texture analysis, the size of the co-occurrence matrix

is explicitly given by the range of the greyscale values, e.g
an 8-bit greyscale image results in a matrix size2&k28.
There are several parameters available to describe thbfoug our scenario the co-occurrence matrix is built based on
ness of a signal. Most of them, like the roughness of alte-time series with no explicitly given limit for the values,
nating currentw = @ or the root-mean-squared roughnesge limit is given by the bandwidth of the measured link.
for discrete signalsk, = \/Lﬁ fozl v (2(z) —Z)? need Without normalisation this would result in a huge matrixesiz
the arithmetic medof the signal. Especially for the non-in addition, a peak in the measured data would also increase
deterministic and discontinuous nature of network traffic e size. Some peaks during very high network activity will
global measure like the arithmetic mean does not make mu@&sult in a matrix size to the magnitude tf*x10*, which is
sense. Therefore, an additional parameter is needed thylocinpractical thus, requiring quantisation.
capture the roughness of our data. This is in line with the co-We analysed a linear quantisation to a matrix size2of
occurrence matrix which always describes the local belaviovith i € {2,3, ..., 12}. Fig. 4 shows the computed parameters
of a signal too. We introduce a new GLCM paramédetwork ((2) to (9)) as a function of the matrix size. On the left
Traffic HomogeneityNTH) (9) as a homogeneity measure oside we see a linear dependency of the vallrestia (5),

A. A Measurement for Network Traffic Homogeneity

the chronological sequence of network traffic. Cluster Shad€6) and Cluster Prominencg7) to the matrix
size. The parameteXetwork Traffic Homogeneit{®) has a
. .. (i — j) value of 0.985 nearly constant. From this observation, we
NTH = Z Z s(i,J) - cos ( 2N, ) ©) can deduce that the distribution of these four parametezs do
i g

not depend on the size of the co-occurrence matrix. The
The characteristics of the texture can be testified to @ther valuednverse Difference Momergé), Correlation (8),
statistical texture analysis based on the allocation ofciie Angular Second Momeii2) andEntropy(3) do not show such
occurrence matrix. The same can be applied to our netwalsimple correlation in the diagram of Fig. 4 on the right side
traffic. For example it is known that a strong allocation oBut for values higher than 6, a nearly constant graph for all
the main diagonal is a sign of successive intervals withlgpeaparameters can be seen. The matrix size is adjustable in our
the same values, whereas a strong matrix allocation on f@totype, but, with regard to fast computation, espegikall
left border represents jerky leaps to a high value, and aixnatrealtime scenarios, a matrix size 2f is quite a good tradeoff
between performance on the one hand and detail level on the
2The arithmetic mean ig,, or Z respectively. other.
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Our prototype is divided into three parts: the data col@cti
unit (DCU), the visualisation frontend (VF) and the datarsto
age middleware (DSM). The data collection units reportrthei
data sets to the application server, which can be contagted b Fig. 6. Java implementation of the visualisation frontend
each visualisation frontend as shown in Fig. 5, for a singglifi
scenario in a distributed system environment consistingvof
subnets.

Thedata collection unitan access network packets directly
at the network interface via the low level packet capture
driver | i bpcap or can process captured files saved in the
| i bpcap-format. The computational intensive work (com-
puting the GLCM parameters) is done at this point and the
results as well as packet header information is then sent to
the data storage middleware. Of course, the data collection
unit can be directly used within the visualisation frontdad
an online network traffic analysis without the overhead &f th
storage middleware, but this operation mode is limited with
regard to user interaction.

The data storage middlewaris mainly a J2EE application ..
server with two main components: Entity Enterprise JavaBea .
(EJB) and Java Message Service (JMS). EJBs are used for data Pl L o

persistence and most of the communication is handled by the
JMS. The collected data is sent in a batch to the application
server, made persistent and distributed to all listenirsgiafi-
sation frontends. The interval for the batched data trassion yser can pause the data stream, scroll to the position and can
is adjustable and can directly be interpreted as the lagd®#iw play back the network traffic in text based mode to analyse
the point of time an event occurs and the moment the impagkg time sequence in detail.
are shown. A marginal lag is designated, but especially in an
environment with several data collection units, a low vadile V. CONCLUSION AND FUTURE WORK
result in poor overall performance of the application serve  We have presented a novel approach for visualising network
The Java implementation of owisualisation frontends traffic by mapping the given time series of network trafficint
shown in Fig. 6. The upper left side is the main contra co-occurrence matrix and applying statistical textumdysis
panel, where different traffic parameters can be selected foethods from the domain of digital image processing for the
analysis. At the left bottom the co-occurrence matrix isveio analysis and visual representation of the network traffic.
for the selected packet type. A bigger display of the co- Fig. 8 shows the graphs for all parameters previously
occurrence matrix is presented in Fig. 7. On the right side tdescribed for three different traffic situations. Begirgwaith a
statistical texture analysis parameters ((2) to (9)) amgtgdl short section of no active traffic we have manually generated
in an adjustable time scale. A plot of a subset of parameté3 TP traffic, we subsequently started a port scan targeted
of interest can also be performed. If the frontend is used @am the data collection unit. For both traffic types (HTTP
the distributed mode, connected to the application seeverand port scan), no significant differences were observed in
further analysis of the data stream can be carried out usithg parameterdASM ENT and IDM, but Inertia, Cluster
the VCR functionality (pause, stop, forward and rewind) anfihadeand Cluster Prominencéremember, these parameters
timeshifting. If interesting (suspicious) patterns appehe are independent of the matrix size) clearly indicate the por

Fig. 7. Visualisation matrix
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scanning phase, where especially the wave formCé&fis
characteristic for this type of attack.

The parametelTH (9) is quite a good measure for network

traffic homogeneity. In contrast to other calculations tlkie

explicitly keeps the local context of the signal in mind. Bve
marginal, but steady changes of the traffic, result in little

change of the value.

In future work, we will focus on discovering more pattern
for specific attacks and offering further user interacyivity
extending our visualization model to support multiple lewvaf
granularity to explore the data. Currently we are evalgpbiar
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