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1 Basics of Communication Networks

1.1 Goal of the Chapter

This chapter contains a short introduction to the basic®ofraunication networks
as far as they are needed to understand the functionalihedhternet. We explain
the digitization of information and communication netwednd give a brief intro-
duction to switching principles to enable the reader to tatéed the applied swit-
ching technique in the Internet.

After an explanation of client server architectures théedgnt types and topologies
of networks are outlined. The differences between locad aetworks, wide area
and global networks are presented.

1.2 Introduction

Telecommunication services are playing an increasinglyoirtant role in many Telecommunication
areas of public and business life. The history of mass concation started with services

the development of the telephone in the 60’ies and 70’'ieb®flOth century. The

telephone was invented by Reis (1861) as well as by Bell arg @1876).

At first, the use of telephones was confined to business ldger_the extension to
communication in private life took place. For example, im@any, it lasted until
the 70’ies of the 20th century that the use of telephone imapgiareas grew in
a large scale. Today, most of the private househoulds innithestrialized nations
have telephones, and the trend to mobile personal teleghseveloping rapidly.

Till the mid of the 1970’ies telecommunication only grewwslg. Apart from indi-
vidual communication via telephone, broadcast commuioicasuch as radio and
television, had already extended to a large scale. Furdihé¢hat time private data
communication networks were established.

In the 1980’ies the development of telecommunicationsgeded rapidly. The rea-
son for the increasing dynamic was the introduction of diggchniques (see Sec-digital techniques
tion 1.3).

Communication networks form a country’s telecommunigaiiofrastructure and
are an important economic asset. Over decades these telegooation networks
were under direct control of national goverments who ertstirat telecommunica-
tion services were accessible for every citizen. The conegahat were in charge
of operating these telecommunication networks could ant@sopolists under the
supervision of the state. Although the monopoly was imptfiar the construction
of the national telecommunication infrastructure, it baeeclear that for the sake
of diversity of services, internationalization, and ecmno operation, the control
of the state had to be withdrawn. This process is commonlgadDeregulation” Deregulation
or "Liberalization" and was initiated by several countiie$he 80’ies (USA 1982,
Great Britain 1984, Japan 1985, Germany 1989). Since thenjleralization of
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convergence of services

convergence of
communication
networks

the telecommunication markets has led to a vast increasteicadmmunication ser-
vices.

Today, communication services are still tied to particalketworks:
e Voice is transmitted over fixed telephone and mobile phohsarés,

e moving pictures are transmitted over broadcast radio ablé da/ (CATV) net-
works,

e computer services for enterprises are carried out ovecdtstl data networks.

These networks are operated independently from each Siatices which are pre-
sent in one network are normally not present in another. Situstion is currently
changing, because customers demand a greater diversgywites independent of
the network they are connected to. For example, mobile phetworks were crea-
ted to allow voice communication independent of locatiarddy, besides voice ser-
vices, mobile phones are also able to provide data senileslessage exchange
and Internet services. These are services which were forraeailable in com-
puter networks only. The next generation of mobile phonaadsvwill even be
able to deal with high quality multimedia services which mogv only available in
broadcast and CATV networks. On the other hand, the trawditiapplications of
the Internet are e-mail, World Wide Web, file transfer, etarr€ntly, new Internet
services are emerging which include Internet telephonyc@/over IP) and video
on demand. It can be stated, that in the near future, servibegh are now provi-
ded over different networks like public switched telephoeéworks (PSTN) and
computer networks, will be available independent of anyigalar network. This
process is calledonvergence of services

Today itis imperative for large network operators to keepdbsts for provisioning,
operation and maintenance of networks as low as possibis.eConomical pres-
sure combined with the demand of customers for integratedces independent
of time and place leads to tle®nvergence of communication networksnto one
single heterogeneous interconnected infrastructure.

In contrast to public telephone networks which were cahgfplanned and con-
structed by the former monopolists, the Internet grew ratheontrolled which led

to a diversity in network structures. In the last few yeamyéver, the increase in
public and commercial interest in the Internet led to sinli@visioning strategies
as in public networks.

The success of the Internet, especially the informationices provided by the
World Wide Web, resulted in a vast increase in global daféidra few years ago,
the amount of voice traffic was considerably higher than dhalkata traffic. At the
moment, the increase in data traffic fueled by the Internetiuéion leads to a para-
digm shift from voice-optimized to data-optimized netwdakilities and services.
Due to economic reasons, this transition will take somes/darthe meantime, a
great part of the Internet data traffic will be transportedrawetworks, which were
originally planned to carry voice traffic.
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1.3 Basic Techniques in Communication

Networks

The development of communication techniques was accetelstthe introduction
of digital techniques in the 1980ies. The digitization iefiged different aspects of
telecommunications:

e digitization of information
e digitization of transmission techniques and
e digitization of switching techniques.

These aspects will be briefly discussed in the followingieest

1.3.1 Digitization of Information

Communication networks transport data representingreéifitkinds of information.
Examples are numerical values, text, audio, speech, insagksideo.

To enable communication, the information to be transfetrad to be converted
to a certain form which allows the exchange of the informatieor example, two
people talking with each other generate sound waves whigadput in the air. In
this way, the communication partner is reached by speechraeésses the received
information.

Using an analogue telephone, the way from one person to emigtbxtended. The
sound waves generated from the communication partner osideare transformed
into electrical oscillations which are transmitted overdalistance telephone lines.
On the side of the receiver, the electrical oscillationscameverted back into sound
waves.

Digitizing information is based on the fact that a finite nienbf characteristics of
a certain feature can be encoded in an appropriate bit string

A bit string is a sequence of finite length, consisting only of the symBaisd 1.
Exemplary bit strings are 0100 or 000000 or 01101001. Theiplesusage of bit
strings is pointed out in the following examples.

Example 1.3-1:

The 26 letters of the alphabet can be encoded with bit stof¢gngth 5. This
length comprises 232 different bit strings, which are enough to encode the
alphabet. The letters could be encoded as follows: A: 00Q@®BO1 C: 00010

Example 1.3-2:
The dots of an image displayed with 256 grey scales can bededowith bit
strings of length 8, as®256.
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PCM

Modern digital communication networks make use of bit segaes to transmit
information. But to be able to communicate among differemtiers via bit strings,
the partners have to agree on a mutual encoding proceduréandt. Without
this agreement communication is impossible. Such agreenaea arranged using
standard formats.

A similar task in the context of digital communication is ttigitization of speech.
The most frequently employed principle ilse code modulation (PCM) In
PCM, speech is sampled 8000 times per second. Each of théesaimpepresented
by 8 bits. So, one out of 256 values can be assigned to eacHesdRgzonverting
this digital information into speech comprises quant@agrrors which are unper-
ceivable for the human ear. Basic use of pulse code moduol&ishown in the
following example.

Example 1.3-3:

The first picture (Fig. 1.3-1) shows an analogue sound wavehaito be digiti-
zed for transmission. The sound wave is sampled over tinteawiertain samp-
ling rate (see Fig. 1.3-2) The result of this sampling predssa number of
discrete values, each of them belonging to a certain timtamhsThe next step
is shown in Fig. 1.3-3 where the discrete sampling valueslassified accor-
ding to the quantization intervals. Each of the discretepasis assigned to a
guantization interval which can be encoded with a certairstoing. Since we
have chosen 8 quanitzation steps we can respresent eaatnoftith a string
of 3 bits. Fig. 1.3-4 shows the result of the quantizatiorcpss. The quantized
sound wave exhibits the errors due to quantization and saghfdee Fig. 1.3-5)
which lead to the mentionned encoding errors (see Fig. L.Bi@lependence
of the number of quantization steps and the applied sampditeg the encoding
errors can be reduced so far, that the human ear does notwe®itoem.

Ll

Amplitude’
A10)
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A2 |
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Fig. 1.3-1:  The analogue sound wave
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Fig. 1.3-4:  Quantization of the sampled sound wave
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Animation 1.3-7: Pulse Code Modulation

1.3.2 Digitization of Transmission and Switching Techniges

transmission technique The notiontransmission techniquecomprises technical devices and rules accor-
ding to which data transmission via a physical medium, eogper wires, coaxial
cables and fibre optical cables, is performed. The trangsonigechnique allows
communication among two nodes connected via a communicakiannel. In this
context, first some terms commonly used in communicationriegies have to be

defined:
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Nodesare an abstract representation of communication and tiasgm equip-
ment, e. g. switches, data end equipment.

Links are physical transmission facilities, e. g. copper or figpdocal cables, to
interconnect nodes.

In contrast to that, @hannel means the physical resources of a link which arghannel
provided for a communication process between two nodes.

Anetwork consists of nodes and links. The simplest form of a netwodh®vn  network
in Fig. 1.3-8. This network only consists of two nodes, heaized as computers,
which are connected via a single link.

/i’

Fig. 1.3-8: Exemplary communication network

Communication in networks is controlled by a complex seuutés, theprotocols.  protocol

The main task of thewitching techniqueis to connect devices in a communicaswitching technique
tion network. Usually, devices are not directly connectatiiave to make use of
intermediary nodes to be able to communicate with each .other

The reason for using intermediary nodes in communicatidwar&s which are
responsible for switching is explained in the following:

Two solutions are possible to connect a number of userselfirgt solution, each
pair of users is connected by a dedicated link (see Fig. 1.8® each user can
directly connect with every other user. But for a large nundfeisers, this solution
is not feasible due to the vast cost of the links involved.

B8
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Fig. 1.3-9:  Connecting users via point-to-point links

Hence, the alternative solution is that some links are sharaong users (see
Fig. 1.3-10). This solution achieves significant savingshi@ amount of required



1 Basics of Communication Networks

ISDN

advantages of the
digital techniques

links. None of the users communicates directly with eaclertAll of them are
connected to intermediary nodes which are responsiblenfibcising the messages
among the different users.

=1 =8
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-

Fig. 1.3-10: Connecting users via shared links

Example 1.3-4:

The same solution is applied in telephone networks. Two comaoation part-
ners of a telephone network in a city are not directly corercThey have to
communicate via the local switching system.

The development of the PCM technique was driven by its cdgtieicy compa-

red to analogue systems. At the end of the 1970’ies, thisdedtegrated swit-

ching techniques comprising sampling, quantization, dimgy storage and arbi-
trary access to the transmitted signal. Thus, transmissidnswitching were inte-
grated using digital techniques.

Modern networks are based on these digital techniques. Boytyears, the only
exception has been the last mile to the end user, which wharstiogue. Since the
introduction of ISDN (Integrated Services Digital Netwhrk growing number of
end users in Germany are connected digitally to commmuaoitaetworks.

The advantages of the digital techniques in telecommupitsiare:

e |low proneness to failure

e enhanced security against unauthorized access

e reduced costs

e support of new services

Besides digitization of transmission and switching teghes, the management pro-

cess has been digitized as well. In modern communicationarks, a switching
system is realized using one or several interconnected gtarg
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1.4 Switching principles

Basically, we can differentiate between circuit-switclaed packet-switched com-
munication [Kad].

In circuit switching, the communication partners A and B exclusively use a comircuit switching
munication link or channel across the network for the whaleaton of the com-

munication process. Nobody else can use this link or chaatriee same time. The

switching process can be subdivided into three phases:

1. The set-up phase in which communication partner A ind#t the concer-
ned switching unit that he wants to communicate with parBiefhe swit-
ching unit informs communication partner B about A's reques

2. The connection phase. In this phase, communication grartA and B
exchange information.

3. The termination phase. Both communication partners oform the swit-
ching unit that the communication process is finished.

In contrast to circuit switching, imessage switchingo direct path of transmission message switching
exists between the participants but the message is stargubtarily in intermediate

nodes. In case of message switching from participant A ttqgpaant B, the mes-

sage which has to be transmitted is provided with addressamigol information,

temporarily stored in the switch, and possibly after pagskveral switches trans-

ferred to the receiver as one unit.

C E

<2
&

B D

Animation 1.4-1: Message Switching and Packet Switching

In packet switchingmode, the message which is to be transmitted from partitipaacket switching
A to B is divided into packets. Each packet is provided witktdeation and control
information and is seperately transmitted via the network.

Packet switching can be realized in two different operatiomodes: connectionless
and connection-oriented.
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datagram

virtual circuit

In the connectionless atatagram mode, each packet of the communication pro-
cess is provided with destination and control informatienweell as a sequence
number. The packets are sent to the destination indepefrdenteach other. Thus,
packets can take different paths across the network anibpossgertake each other.
By using a sequence number for each of the packets, the eeazin reorder the
packets and reassemble them to the original message. Tagralat packet swit-
ching mode is also used in the Internet.

Before starting data transmission in the connection-tenransmission mode,
the path from participant A to B across the network is deteadi Thus avirtual
circuit is set up. Similar to circuit switching we can distinguishei different pha-
ses of a virtual circuit: the set-up, the connection phaskthe termination. Each
transmitted packet takes the same path via the network.isnaty, the packets
arrive at their destination in correct order and no addélasequence number is
required. Packets which belong to a virtual circuit only cheereduced address
information to reach their destination. Consequently,gheket overhead is redu-
ced. During the connection phase of the virtual circuit, lihks contained in its
transmission path are not exclusively available for it albaot may also be used by
other virtual circuits in the network as well.

The explained switching principles are illustrated in thkdwing examples.

Example 1.4-1:

Host A wants to send a message to host F. Using circuit swigcfsiee Fig. 1.4-
1), a connection from A to F is established. During the cotioeghase, the
link is exclusively available only for the communicationrimeers A and F until
one of them terminates the connection.

C E

B D

Fig. 1.4-1:  Circuit switching

Example 1.4-2:

In a packet-switched network using the connectionlesgdatamode (see Ani-
mation 1.4-2) the packets are provided with a sequence nuashbthey may

reach the destination F in incorrect order. Usually, allghekets take the path
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A->B->D->F. But in case of failure of e. g. link B->D or a corgj®n in host D,
the packets may for example take the path A->B->E->F.

C E

B 3 =D

Animation 1.4-2: Datagram mode

Example 1.4-3:

In a packet-switched network using connection-orientdd tfansmission (see
Animation 1.4-3), first the path from host A to host F is detereal. In this case,
the path A->B->E->F is chosen. All packets belonging to thiual circuit will
take this path across the network. Therefore they also ribethdestination in
correct order so that no sequence number is required. If btteecconcerned
links fails, a new connection has to be set up.

C E

Animation 1.4-3: Examplary virtual circuit

Example 1.4-4:
The links contained in the path of the virtual circuit are extlusively available
for it. They may also be used by e. g. another virtual cirdoi\nimation 1.4-4
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route

host

a second virtual circuit has been added which is establiahezhg hosts C and
F, taking the path C->E->F.

C  Virtual Circuit 2

2\ Virtual Circuit.1

B D

Animation 1.4-4: Two exemplary virtual circuits sharing a link

An essential task of switching is to select a path,rthége, through a communica-
tion network to connect the communication partners and terttais path available.
A number of different methods have been developed to sdiecpath between a
source and a destination. Typical routing strategies ametermine the route in
advance or to dynamicly select a route depending on therdustate of the net-
work.

The outlined switching principles have shown that a corioseless packet-switched
communication network can react more flexibly to failurepants of the network
than a connection-oriented network. This is one reasorhi®imhmense growth and
the great success of the Internet.

A special form of connectionless packet-switching is empetbin local area net-
works, which are introduced in Section 1.6. In local areavoeks, the sender trans-
mits a message on the physical medium, e. g. a bus or a ringhdltonnected
devices receive this message, but only the one to which tlssage is addressed
processes it. So, in local area networks all the connectegbuaters share the phy-
sical medium. Therefore, the access to the medium has to haged by certain
media access procedures.

1.5 Client Server Architecture

If two or more computers are connected via a link for the psepaf data commu-
nication, in principle we have a computer network.

In the early years of electronic data processing, huge @lentmputers were
deployed which were also calledain frames or hosts

Since the early days of the Internet, the usage of the notiehtas changed. Today,
a 'host’ means a computer which is connected to the Intethdbes not have to
be a central computer. In the remainder of the course, themitost’ indicates a
computer that is connected to the Internet.
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The operation modes of central computers started with hatmtessing. They fur-

ther developed to time-sharing. In this case, several ctenpuheterminals, are terminal
connected to the central computer via data communicatitks liThe jobs of the
individual terminals are processed piecewise in parajlehle central computer.

In the 1970’ies a trend started which can still be observel@yo The technical
development has led to a fast decline of hardware pricestddiocessors with
increasing speed and decreasing size are coming up cdpsfdns has resulted
in a growing use of microcomputers allowing the user to wawdkependently, the
personal computer (PC).

Although a PC can be used independently, the need to conoeyiuters has not
decreased. Due to the growth of the Internet, it has become ®ore important.
Networking computers allows to share periphery equipmeah @s printers, per-
form distributed computing, query databases for infororatetrieval, and take part
in different forms of communication.

A distributed system is usually realized in form of a clieatver architecture. The
serveris a fast computer with a high amount of storage capacityioffets services server
to theclient. client

In the Internet, the access to information always takesepéacording to a client
server model: The server provides information that is retpeeby the user deploy-
ing an appropriate client software. To enable server ardtdo work together, they
have to make use of the same data transmission protocol.

Example 1.5-1:

You want to access the homepage of the university of Hageis.ndmepage is
located on a central computer, the WWW server of the unityergéou have to

start your WWW browser, e. g. the Netscape Navigator or thermet Explo-

rer. This application is your client software. To receive thformation from the

homepage, your client software sends a request to the safrtlee university

of Hagen, making use of the appropriate protocol. The seesgonds by sen-
ding the desired information, in this example the homepddlesouniversity of

Hagen.

1.6 Local Area Networks, Wide Area Networks

Computer network can be devided into several categoriesmdidpg on their size:
e LAN, Local Area Network

e MAN, Metropolitan Area Network

e WAN, Wide Area Network

e GAN, Global Network
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LAN

WAN

GAN

gateway

bridge
router

In alocal area network (LAN), personal computers, workstations, and servers are
interconnected locally, e. g. spanning the area of an emgerpr a floor of offices

in a large building. A LAN can extend up to about 10 km. Thedinéthis network
belong to the organization considered and are usually neghlag the organization
and not by a network provider. The number of connected noslesstricted to
several 100. Usually, LANs offer transmission rates froro 1@0 MBit/s.

A metropolitan area network (MAN) extends across a city or a district within a
city, across the area of a bigger enterprise or a univeSiBJAN can extend up to
100 km. Typically, MANs provide transmission rates of ab©00 MBit/s up to 1
Gbit/s. A MAN can be used to interconnect several LANSs.

Wide area networks (WAN) connect computers or smaller networks within one or
several countries. These connections may be realizedydeglpublic data commu-
nication devices and links. The spatial extension of a WAMNneestricted. Trans-
mission rates can reach up to 2 MBit/s if using ISDN or sev&@al MBit/s up to 1
GBit/s if using public broadband networks.

A global network (GAN) connects computers distributed all over the world. It is
realized by attaching different LANs and MANs with publicipivate long distance
links. Examples are networks of worldwide distributed emtises or public net-
works such as the Internet.

Due to technical reasons, it is not always possible to agach node to one particu-
lar network. Furthermore, it may be preferable to includeéaie nodes in different
networks. This may be to avoid network congestion or to igsiccess to resources
to ensure data security. Apart from these aspects it may$ieeddo link compara-
ble or technically different networks together. A speciatla, agateway, connects
technically different networks leading to a heterogeneuetsvork. Gateways can
be further distinguished according to the degree of simylaf the networks they
are connecting.

Two similar networks, e. g. two Token Ring LANSs, can be ateathia abridge. A
bridge supports less functionality tharrauter which connects different types of
networks such as ISDN with Token Ring.

Local area networks can be distinguished according to timaga features:

e topology

e medium access

e transmission medium

The topology comprises the physical structure of the nékw®everal basic alter-

natives for physical structures are distinguished whicly aiao be used in combi-
nation with each other.

To set up astar topology, a switch is located in the centre of the star (see Fig. 1.6-
1). All the workstations are connected directly to the slvaad communicate with
each other across the switch.
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Fig. 1.6-1:  Star topology

In bus topology, devices are attached passively to the bus (see Fig. 1.64%,
the failure of one of the attached devices does not influemeedst of the devices
connected to the bus. The disadvantage of this configuraitirat the bus has to
be shared by all connected devices. It shared medium

: L ‘ _

Fig. 1.6-2:  Bus topology

In tree topology, several networks with bus topology are linked togetheommf of
a tree (see Fig. 1.6-3). This structure is especially udefubalize a network in a
building in which each floor runs its own local area network.
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Fig. 1.6-3:  Tree topology

In ring topology, the devices are inserted into the ring (see Fig. 1.6-4). derio
the ring removes each data packet from the ring and regesdtdab send it to the
neighbouring node. The failure of a node thus leads to amruggon of the ring.
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Fig. 1.6-4:  Ring topology

In addition to these basic structures, mixed topologieseakzed as well.

The different methods of media access as they are appliedaharea networks are
not part of this course. These are explained in detail in tieseCommunication
Networks

Possible types of transmission media have already beerianedt The transmis-
sion medium of a local area network may be realized using xamgple copper
cable, coaxial cable, or fibre optical cables.
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1.7 Hierarchical Communication Networks

Large communication networks like national telephone aaih chetworks can be
divided into different layers as shown in Animation 1.7-lcB communication
networks are able to provide telecommunication serviceslawge number of sub-
scribers (customers) which are scattered in a wide area.

Long-
Haul
Network

Regional
Network

A
(L ]e

Animation 1.7-1: 3-layer hierarchical communication network

The subscribers are on the lowest level of the hierarchyisgdayed in Anima-

tion 1.7-1. The subscriber can use the complete range ofrtatequipment: tele-
phones, private branch exchanges (PBX), multimedia taisife.g. TV sets), sin-
gle computers, LANS, etc.. The task of the upper layers iotmect a subscriber
with any freely selectable communication partner. Depegdn the distribution of
the communication partners, the communication link wdhvrse one or more of
the displayed network layers.

Long-haul networks span long transmission distances and connect nodes whichg-haul networks
are normally situated in a country’s major cities. Typictliautes of long-haul

networks are the very high data rates (from 34 Mbit/s up tesdVGbit/s) and

the absence of subscriber lines. Since the complete natiaffec is carried over

a few high capacity lines, link failure is a very serious #ireDue to the mesh

structure there are always several alternatives to roafgctvia other links. The

nodes in long-haul networks are able to re-route traffic fieofailed link within

milliseconds. Such short fault times are another importeait of high capacity

long-haul networks.
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Regional networks

Access networks

Regional networkswhich are also called trunk networks form an intermediatera
between long distance networks and local networks. Tylyicedgional networks

posess a ring topology. A fully connected mesh topology Wl much too expen-
sive because of the relatively large number of nodes in #étiwork layer. The fault

tolerance is still acceptable, since a single link failurk mever disconnect a single
node from the rest of the network.

Access networkscover smaller regions than regional networks, like e.g.vento
and normally posess a star or ring topology. In public svétttelephone networks
(PSTN) the exchange offices reside on this network layer.ntues on this layer
collect the traffic from the subscribers. Depending on thesetiber’s equipment
(digital telephone, analogue telephone, cable modem, L&tbl) special access
technologies have to be employed at the access nodes. Fopkxdor each sub-
scriber using ADSL (see Section 2.4.3) a corresponding Abfidem has to be
available at the access node. The different access tediaslsubscribers can use
to connect to the network are described in Section 2.4. Tdtegkat of the network
which connects subscribers to the rest of the network ieddhe "Local Loop" or
the "Last Mile".

1.8 The Internet

1.8.1 What is the Internet?

"It is safe to say that the Internet is not a static entity, agomplicated matrix
of connections in a constant state of upgrade. Thousands tipusands of
players are making changes everyday. The Internet is nohglesi monoli-
thic network, either. It comprises an elective series ofvoeks owned and/or
operated by thousands of Internet services providers, taasdof backbone
providers, and an assortment of phone, cable, and other agriwation com-
panies. These many, many separate systems interconneshatmint, thus
the ’inter’ in ’Internet™ [Boa].

The basic task of the Internet is to globally transport datenfone location to
another. This allows communication among users, exchahigéoomation as well
as collaborative use of software and computers.

A computer having access to one of the Internet’s networkg afso access all
the other connected networks. The connections can beedalging different tech-
nologies ranging from conventional copper wires and caddixias to fiber optical
cables and satellite communication links.
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1.8.2 The history of the Internet

Today'’s Internet can be traced back to &irpanet. The Arpanet was funded by theArpanet
Advanced Research Projects Agency (ARPA) in the U. S. Depart of Defense

(DoD). The Arpanet began in 1966 as an experiment to testéhepacket swit-

ching technology and protocols that could be used for thsted computing. In

1969, the Arpanet consisted of four packet switching nod&snecting a few com-

puters and terminals.

Until 1972 when the first package for electronic mail was terif the two main
applications in the Arpanet wefkelnet (for remote computing) anBTP (for file  Telnet
transfer).E-mail became of growing importance so that only one year lateethrielP
quarters of the Arpanet traffic arouse from e-mails. In 196 first Arpanet mai- E-mail
ling list was created.

The packet switching technology of the Arpanet was so sséakethat ARPA

also applied it to radio communication (Packet Radio) anellg® communication
(SATNET). But due to the different environments of the thregworks, certain
parameters such as the packet size were different. To bécaibkegrate these three
networks, in 1974, a first approach for a transmission coptatocol was publis-

hed. This proposal was splitin 1978 and led toTi&P andIP protocols providing TCP
the foundation of the Internet. The Arpanet became just drleeoconnected net- IP
works. In the years 1982-1983, the Arpanet converted framoiiginal network
control protocol (NCP) to th& CP/IP protocol suite. In 1983, the name server was
developed at the University of Wisconsin. Since then, it masonger necessary to
know the exact path to another system. This led to the inttiaiu of theDomain
Name System (DNSabout one year later DNS

Tab. 1.8-1: Evolution of the Internet and the World Wide Web [ISC]

1966 Experiments of ARPA concerning packet switching

1969 Arpanet consisted of four nodes

1972 Development of E-mail

1974 First proposal of TCP

1975 The first Arpanet mailing list was created

1978 Proposal of TCP split into TCP and IP

1983 Arpanet completely switched to TCP/IP

1984 DNS introduced

1986 Internet support extended to general research community

1989 First proposal of WWW at CERN

1990 Arpanet was shut down

1991 First prototype of WWW

1992 Mosaic published

1995 Traditional online dial-up systems begin to provide
Internet access

1999 Number of Internet hosts exceeds 50 million
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CERN

World Wide Web

browser

1999: Number of internet hosts exceeds 50 million
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Animation 1.8-1: Evolution of the Internet

The Arpanet was generally restricted to ARPA contractors. tBe Internet tech-
nology became too useful to remain confined to the defensenconty. So, in

1980-1981 the National Science Foundation (NSF) extenldedupport to other
computer science research groups. In 1986, the Interngbsuyas extended to

all disciplines of the general research community with tl®FNET backbone. In
1990, the Arpanet was finally shut down.

In 1989, at CERN (Centre Européenne pour la Recherche Nruelég&uropean

Laboratory for Particle Physics), a distributed hyperraddichnology to facilitate

the international exchange of research information ugiedrternet was proposed.
Two years later, a prototype of thgorld Wide Web was developed at CERN.
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Fig. 1.8-1:  Number of internet hosts [ISC]

In 1992, the NCSA Center at the University of lllinois devaal the first graphi-
cal orientecbrowser, Mosaic, which led to an explosive growth of the World Wide
Web. In 1995, the first traditional dial-up systems, e. g. Poserve and Ame-

rica Online, began to provide public Internet access. 188 number of hosts
connected to the Internet exceeds 50 million (see Fig. 1.8-1
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1.8.3 Internetworks

Historically, the Internet is a network of independent dagtworks. These data net-
works were built by a multitude of different organizationsdaenterprises whose
networks differed in size between LANs and WANSs. Besidedglifferences in size
there also existed a diversity in networking technologidss diversity in techno-
logies is a result of the varying requirements posed by iiffeorganisations. For
instance, a small company connects its computers with a Lle&Nrtology. A large
enterprise, on the other hand, interconnects the diffeitag with WAN technology.
Since there exists no networking technology that fits alhtbeds, a technology that
permits the interconnection of multiple heterogeneousvors is required. The
scheme that allows the interconnection of different nekimgy technologies is cal-
led internetworking . internetworking

The advantage of internetworking is obvious: it allows thieiconnection of dif-

ferent networks to enable communication between termiocatsected to these
networks. Internetworking can be realized even though #réqgipating networks

were not meant to exchange information with other netwanke first place. The

global internetwork consisting of thousands of independetworks is called the
Internet. Internet

Animation 1.8-2 gives an example of an Internetwork. Thedliig elements bet-
ween the different networks areuters. A router is a special kind of computerrouter
which is connected to multiple physical networks ingerfacesThe Internet traf- interface
fic consists of datagrams (see Section 1.4) which originadeead in the terminal
equipment of the user and are forwarded by the routers aiogpial routing tables.
These routing tables are stored in the routers and spea@fpath the datagrams

will take through the Internet. Users are able to connectathenetwork and can

thus communicate with users connected to the other netwSikse the resulting
network infrastructure of an internetwork can become glaitge and complex, it

is common to represent autonomous networks by a cloud. Thelds a kind of
abstraction which means that the interior of the networkasimportant in the
current context.
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OSI model

Router

: : Router
Router : :

Router

Animation 1.8-2: Internetwork consisting of independent physical netwarkich are interconnected

by routers. Each network can be a WAN or LAN.

1.84 The Internet Architecture

Software and hardware operating on TCP/IP networks tylgicainsist of a wide
range of functions to support communication activitiesrdlably exchange data
between computers many seperate procedures must be cartigas99]:

e Package the data

e Determination of the path that the data will follow

e Transmission of the data on a physical medium

e Regulation of the data transfer rate according to the availeapacity of the
transmission medium and the capacity of the receiver

e Assembly of the incoming data in correct order

e Checking of incoming data for missing or duplicated pieces

¢ Notify the sender how much of the data have been receivecssitdly

e Delivery of the data to the right application

e Handling of error or problem events.

The network designer is faced with an enormous task in dgaith the number
and complexity of these functions.

In the 1970’ies, a number of companies developed computesonies. Each com-
pany used a different structure or architecture for its oekwas there are many
different ways in which network functions can be organizedspite their diffe-
rences, the various architectures used in these early rietvatl were organized
according to layers. Introducing a layered model allowsrtug related functions
and implement communications software in a modular mamagroup of related
communication functions is called a layer of a communicatiwdel.

In the late 1970’ies, the International Organization farftardization (ISO) propo-
sed an architecture model called tBpen System Interconnection (OSI)model
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[Wal91]. The OSI model is a layered architecture dividingwegk functions into
seven conceptual layers.

1.8.4.1 The OSI model

The OSI model was an international effort to create starsdfimdcomputer com-
munication and generic application services. The OSI esfe model permits the
interconnection of systems of different origins which mdthe standards and pro-
tocols of this model.

The OSI model is not concerned with the internal architectfrsystems but with
their external behaviour. Seven standardized layers sjoored to two groups of
functions: The transmission oriented layers and the agipdic oriented layers (see
Animation 1.8-3).

Layer 1 is called th@hysical layer which provides physical support to transfer th@hysical layer
data between the end points of a link. It specifies electmoathanical, procedural,

and functional rules of exchange. This layer is the only onthé OSI model that

physically interfaces with a physical layer of another enthp

Layer 2, thedata link layer, permits the error free exchange of data on a commdeata link layer
nication link. It may also provide link level flow control arsgnchronization.

Layer 3, thenetwork layer, provides services such as routing, network level flowgtwork layer
and congestion control. It defines the protocols capablewtfirg the data through
one or more intermediate communication nodes.

Layer 4 is called théransport layer and guarantees a constaufality of service transport layer
(QoS)for data transfer to the higher layers regardless of thedypetwork actually
used. QoS may be defined in terms of delay, loss rate, andtp@ssignment.

Layer 5, thesession layerdefines the organization of the dialogue between distasatsion layer
applications. It is responsible for session establishrbetween end points. Fur-

thermore, it provides support during connection recovermyase of failure and dis-

ruption of communication between processes at the endgoint
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Animation 1.8-3: The OSI reference model

Layer 6, thepresentation layer, permits systems which exchange data to interpret
these independently of their syntactical representatiaiheé system. Presentation
layers of end points may exchange control information ireotd negotiate a com-
mon data format or syntax.

Layer 7, theapplication layer, provides an interface to the user, e. g. an application
program such as e-mail or file transfer.

In the OSI model, communication between corresponding$eed adjacent layers
Is subject to strict rules. A lower layer is service provitieits immediate upper
layer. An upper layer is user of services from the lower lajgighboring layers
are isolated from each other and communicate only by usinmifves’. Service
Data Units (SDUs)are employed as the communicating units for the exchange
of data and control information between neighboring lay&smmunication bet-
ween layers is accomplished by usir®gtvice Access Points, (SAPsThese are
ports/addresses used for the exchange of control infoomatnd data between
neighboring layers. Peer layers at the two end systems comsate (using the
layers below them) through messages calfeatocol Data Units (PDUSs)in order
to establish connections and exchange information. PDUsaoatain control as
well as user information.
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Fig. 1.8-4:  OSI model in an exemplary network

To explain the functions of the OSI model more concrete, watvta examine
what happens in a network as shown in Fig. 1.8-4 when computerused as a
remote terminal for computer B. The two computers are caededa twopacket-
switching nodes (PSNs)In the considered application, the key strokes typed on AsN
keyboard are sent to B. Messages from B are displayed on AstaroSuccessive
keystrokes from A are placed into different packets. Longsages generated by B
are divided into smaller packets for transmission to A. Haatket is provided with
its destination address so that the PSNs know where to sehlus, information
from A is put into packets with destination address B. Thekptcare sent to PSN1
which forwards them to PSN2. PSN2 sends the packets witlndésh address
B to host B. Computer B extracts the pieces of information theeceives from
the packets to reassemble the message in its original fonens&me procedure is
performed from B to A.

To perform this remote terminal application, a possiblenace takes place as fol-
lows: Computer A calls computer B and informs it that it watdde connected
as a remote terminal. B decides whether it accepts the cbanend informs A.
Assuming that B accepts the connection, A and B exchangemafioon. This relia-
ble form of information transmission requires a number dfwoek operations. In
the following, for each of the OSI model layers, these openatare explained in a
simplified manner.

The application layer provides a set of commands to the ukermay use it for
the exchange of messages with a remote computer. The desighes application
software assumes that the application layers of the twasharstable to exchange
messages reliably using the service provided by the lowersa

The interpretation of the bit strings generated by A's keyldoas well as the cor-
rect display of information on A's terminal which is sent byiBually requires some
format conversion. The conversion is needed to accomolatdifferent data repre-
sentations used by A and B. Such conversion is performeddgréssentation layer.
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transmission and
routing functions

TCP/IP model

The presentation layer is given the messages by the appfidayer in A, and con-
verts them into a standard format for their transmissiomégdresentation layer of
host B.

When the connection is first set up, computers A and B agreet @lome rules for
the dialogue. For example they may agree that the commiuomoatll take place in
full-duplex mode, which means that both computers may mainsimultaneously.
Such negotiation is performed by the session layer.

The transport layer controls the delivery of the messagesdam the end nodes.
This layer may divide messages into smaller packets. Wheeagplication requires
it, the transport layer uses acknowledgements to verifyttieapackets are received
by the destination. In our example, the messages sent by Biaded into num-
bered packets in B’s transport layer. The packets are reseqd in A's transport
layer.

Notice that the application, presentation, session, arsport layers perform ser-
vices between the host computers. They are not present ipattieet-switching
nodes. The intermediate nodes, e. g. switches, may impkeomiy a part of the
model. Usually they only use the three lower layers whichoemgass the trans-
mission and routing functions, includirggror recovery, flow control, congestion
control andrecovery, andsynchronization. The intermediate points are not requi-
red to examine or manipulate the information which is exgeaibetween the end
points.

The packets must find their way through the network. This esafithe tasks of the
network layer. This layer keeps track of how congested varpmarts of the network
are and it selects the path followed by the packets. In ounel& the network layer
of host A decides to forward the packets with destination B@#0PSN1. Due to the
destination address B of the packets, the network layer bflIRfcides to forward
the packets to PSN2 which finally transmits the packets toéteork layer of host
B.

Each packet is transmitted on a link as a sequence of bitsdatselink layer has
to check whether the packets were transmitted properlyttredink. The data link
layer initiates the retransmission of packets that arrimedrretly. In our example,
the data link layer of host A has to deal with the correct tnaission of the packets
to PSN1. The data link layer of PSN1 has to care for the cotrassmission of the
packets to the data link layer of PSN2, and so forth.

To transmit a packet, each bit is converted into an eledtacaptical signal by
the physical layer. The signals are sent over the physickldind received at the
other end where they are converted back into bits. Suceebdivare reassembled
into a packet by the receiver. The packet is then passed uatladink layer of the
receiver.

1.8.4.2 TCP/IP Layers

There is no officialTCP/IP model as there is in the case of OSI. But based on the
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protocol standards that have been developed, the comnti@ni¢asks for TCP/IP
can be organized into four relatively independent layers:

Application layer

Transport layer

Network layer

Network access layer

In Animation 1.8-5 the TCP/IP and the OSI layers are showmmpgarison to each
other.

TCP/IP model OSI model
Transport Transport
Network Network

Animation 1.8-5: TCP/IP model in comparison to the OSlI layers

The network accesdayer is concerned with the exchange of data between an ewdvork access
system and the network to which it is attached [Sta]. It ipoesible for the access

to and transmission of data across a network for two endsysiéhich are attached

to the same network. Atthe data link layer, data is organizedunits called frames.

Each frame has a header that includes address and contwhation and a trailer

that is used for error detection (see Fig. 1.8-6).

Frame Trailor
Frame INFORMATION Error
Header .
Detection

Fig. 1.8-6:  Frame format

At the network layer,data is routed accross the internetwork. The Internet Proto
col (IP) operates at this layer to route packets across meswndependent of the
network medium. Data may traverse a single link or may beyeglacross serveral
links in an internetwork. Data is carried in units calledagaamms (see Fig. 1.8-7).
The IP layer is called connectionless because every damaigraouted indepen-
dently and IP does not guarantee reliable or in-sequenosdebf datagrams.
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IP Header:

Dest. IP Address INFORMATION

Fig. 1.8-7:  IP datagram

Thetransport layer manages the flow of data between two internetwork hosts. It
relies on two transport protocols, the Transmission Coitrotocol (TCP) and the
User Datagram Protocol (UDP). TCP provides reliable dateneotion services to
applications. It contains mechanisms which guaranteeddtat is delivered error-
free, without omissions and in sequence. UDP is classifiedcasmnectionless pro-
tocol. It is much simpler and does not offer reliability gamtees, flow control, nor
error-recovery measures. It is sometimes used in place BfinGituations where
the full services of TCP are not needed.

In theapplication layer, as comparable to the one in the OSI model, the user inter-
acts with the network application. Data is received as condadom the user and

as data from the network application on the other end of tn@ection. Operations
such as e-mail and file transfer are provided in this layer.

Application DATA
Data
Transport TCP
TCP Segment Header DATA
Transport UDP
UDP Message Header DATA
Network P TCP or
IP Datagram Header g([e):der DATA
Network Frame IP TCP or Frame
Algfaen?z Header | Header geD:der DATA Trailor

Animation 1.8-8: Packaging data for transmission

In Animation 1.8-8 it is outlined how application data is gaged for transmission.
An application generates data which shall be transmittacai\dommunication net-
work. A number of headers are added to the information bafaseplaced onto
a medium in a frame. At the receiver, the incoming frame iodgmosed layer by
layer. Each header is processed and finally the data is detive the destination
application [Fei99].
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1.9 Summary

After a brief introducition of the history to the developmehcommunication net-
works and services, the basic techniques in communicagbmarks were explai-
ned. The digitization of information, transmission, andtshing techniques was
outlined and the advantages of digitization were pointadfewrther, the concept of
client server architectures were introduced which are @¢gdoyed in the Internet.

Regarding network architectures the characteristics dN&§AMANSs, WANs and
GANSs were explained and the differences among these netwyplkes were shown.
In this context network topologies and hierachies weremedl as well.

After the description of the history of the Internet its atebture was presented and
compared to the architecture of the OSI model.
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2 The Network Access Layer

2.1 Goal of the chapter

This chapter gives an overview of some basic technical &spécthe Internet. To
understand the problems which arise in data communicat®pliysical properties
of transmission media are examined. The first section ofdmégpter gives a short
introduction to the basics of data transmission. A mainabje of this section is to
show, how the properties of a physical medium, like bandwadtd noise limit the
possible data rate. Furthermore, a first introduction tatalignodulation is given.
The basics provided in this section are essential to uralestg data transmission
with modems.

Two important roles for the operation of the Internet arethescarrier and the Inter-

net service provider (ISP). In the last few years the Integmelved from a restricted

communication network for military and sciencists to anrpgecommunication

platform. The last section of this chapter shows the diffesecess technologies
that private users can employ to connect to the Internet.

2.2 Introduction to Data Transmission

Computers are digital devices which exchange informatiprtransmitting and
receiving bits through the connecting physical transmissnedium. Physically,
communication systems use electromagnetic waves in fogteofric current, radio
waves or light to transfer information. This chapter wilvgian overview of the
two basic schemes which can be applied to transmit bits dweipal transmission
media. These are the direct transmission with bits encodedbltiages which is
referred to abaseband transmissionandmodulation which is also calledband-
pass transmission

Fig. 2.2-1 shows a simple model of a communication systewd# It can be seen
that the communication system consists of a transmitteragtutator linked to the
information source, the transmission medium which is aléenocalled channel,
and a receiver or demodulator at the destination point.
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Information - | Transmitter
source © 7| (modulator)
A 4
Transmission
medium
(channel)
Receiver

Destination |« (demodulator) |

Communication system :

Fig. 2.2-1:  Communication system

2.2.1 Short Distance Direct Transmission

A communication process is callegynchronousif the communication devices do
not need to coordinate before sending data. In practicerikens, that the sender
can wait an arbitrary time before sending data and the recenust be ready at
any time to accept the data. Asynchronous communicatiorseguli for devices
like computer keyboards which can be operated any time bydke If a key of a
keyboard is touched data flows from the keyboard to the coenp@s soon as the
key is released the data flow stops.

Computers use small electric currents to communicate wtliteracomputers or peri-
pheral equipment. A very simple scheme uses voltages talerats. The arbitrary
scheme as shown in Fig. 2.2-2 uses a negative voltage to ercO@nd a positive
voltage to encode a 1.

Voltage
A
+V . .
— >
S Time
1:0:0:1:1:1:0:1:0:1

Fig. 2.2-2:  Bits are encoded as positive and negative voltages
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In this example sender and receiver have to agree on a setahpters, e. g. the
amplitude of the electrical signal (V) and the maximum data.r

In order to allow the interconnection of devices from diéfiet vendors, the speci-
fications of communication systems are standardized. Qygions like the Inter-
national Telecommunications Union (ITU) and the InstitiaieElectrical and Elec-
tronic Engineers (IEEE) publish specifications for comneation systems in docu-
ments known astandards

For theserial asynchronous communication as described above the sthR&ar
232-C (commonly abbriviated as RS-232) was specified bytileic Industries
Association (EIA). RS-232-C was also standardized by ITV.24 (functions) and
V.28 (electrical specifications). RS-232-C is the most Widecepted standard for
transmission of characters over short copper cables (reagth of 15 m) between
a computer and peripheral devices like keyboard, printdmaadem.

The most popular standard for character encoding ig\therican Standard Code
for Information Interchange (ASCII) . Standard ASCII uses 7 bits for the enco-
ding of characters which means that 128 different characten be encoded (codes
0-127). It forms a sort of lowest common denominator for whatharacter set
must support. Since standard ASCII is only adequate foivgimerican english

it can be extended by assigning additional characters defed@ther languages .
The International Standards Organization (ISO) has definedmber of different
character sets based on ASCII that add additional chasacesded for other lan-
guages. HencExtended-ASCIl also codes country specific characters as well as
graphic symbols and consists of 8 bits (codes 128-255). Téwt prominent such
character set is ISO 8859-1, commonly called Latin-1. L-atimcludes enough
additional characters to write essentially all Westerndpean languages.

Characters can be catagorized into

e printable characters like alphabetic, numeric and punctuation characters,

e control characters - also known asnon-printable characters, like BS
(backspace), LF (line feed), CR (carriage return), SP @p&EL (delete), FF
(form feed).

Standard ASCII is listed in the Appendix.

RS-232 normally uses ASCII characters with a length of 7 (8itsits are also pos-
sible). The transmission is called serial because the tgtgansferred in sequence
(as displayed in Fig. 2.2-2). Furthermore, sender and veceio not coordinate
before transmission of a character, which makes the conuation process asyn-
chronous. However, once the sending of a character hasdtait bits are trans-
mitted one after another without delay. In Animation 2.8 RS-232 encoding of
a character is shown. It can be seen that the RS-232 tranemdiffers in some
points from the arbitrary scheme presented in Fig. 2.2-2mation 2.2-3 shows
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that RS-232 uses negative 15 ¥ represent a 1 and positive 15 V to represent a
0. Since the idle state is also represented by -15 V and muwiisbeguished from

a 1 an extra 0 bit which is callestart bit has to be inserted prior to transmitting a
character.

The idle period after the transmission of a character caraldstrarily long but is
restricted to a minimum time. This minimum idle time is ackeie by inserting an
extra 1 bit which is calledtop bit at the end of a character. Thus the complete
transmission requires 9 bits although the original charamtly consists of 7 bits.

Voltage
A
+15V T
>
Time
-15V

idle start 1 0 1 1 1 0 1 stop idle
Animation 2.2-3: RS-232 transmission of a character

The number of bits transmitted per second using a transonissheme is called its
bit rate . Since not all bits are actually used to convey informatike the start and
the stop bits, it is useful to define the tedata rate which accounts for the net rate
at wich information bits are transmitted. In the case of 7R#:-232 transmission
with start and stop bit the data rate is 7/9 of the bit rate.

The typical bit rate for RS-232 transmission lies betweed I3@0's (early modems)
and 20 kbit/s. It can be seen that RS-232 transmission isedaout over short
copper lines with low bit rates.

1 The RS-232 standards allows voltages between 3Vand 15V
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Exercise 2.2-1:

The following character string shall be transmitted empigyASCII coding (the
ASCII table is given in the Appendix) and RS-232 transnmissio

Feu

a. Look up the decimal ASCII value for the three characters emnvert them
into binary representation.

b. Draw the resulting RS-232 signal diagramm.
Note: The least significant bit (LSB) is transmitted first.

Example: Given is the following bitstring: 1110. Here thé [eis the most signifi-
cant bit (MSB) and the 0 to the right is the LSB.

2.2.2 Limitations of physical transmission media

To understand the problems which arise in data transmisgios essential to
explain the following basic terms and their relationshigéch other:

e bitrate,
e bandwidth of a transmission medium,

e noise on a transmission medium.

When a signal is transmitted over a physical medium, it da¢daok as perfectly
shaped as displayed in Fig. 2.2-2. In fact, the real shapeeaxtangular signal will
look more like that presented in Fig. 2.2-4. The followingadls can be observed:

e the slopes of the real signal are not as steep as the sloges ioieal signal due
to limited bandwidth of the transmission channel

e the amplitude of the signal is smaller due to attenuation
e the shape of the real signal is broadened due to dispersion

e additional noise interferes with the original signal
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Bandwidth
limitations

Attenuation

Additive
Noise

Dispersion

Fig. 2.2-4: Ideal (dotted) and real signal on a transmission line

Attenuation causes the signal to loose energy while it travels down amnéssion
line. A weak signal is harder to detect for the receiver. bicice, attenuation limits
the possible length of a transmission line. For long-hanédithis means, that the
signal has to be reconstructed by intermediately spacedtifearg(repeater).

Dispersionis a kind of delay distortion which occurs because the spectm-
ponents of a signal travel at different velocities. As a egugence, the signal broa-
dens and different parts of the signal start to interferé wdch other. This pheno-
menon is calleagntersymbol interference (I1SI).

- The bit pattern "1 01 1" is sent over a long physical line,
e. g. an optical fiber

1.0 1 1

T

- In this example, the line between transmitter and receiver is
about 50 km long.

. ~50 km .

transmitter receiver

Animation 2.2-1: Dispersion on long transmission lines

An ideal transmission system does not output any electsicgdal in absence of
an input signal. In practice, however, there are severatsswf background inter-
ferences wich perturbe the original signal. In communar&iengineering these
undesired disturbances are caltemiseand can occur in diverse forms:
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e Thermal noiseis present in all electrical devices and transmission mdtlia
occurs at all temperatures above absolute zero and can bhasepontaneous
fluctuation due to thermal interaction between the freetedas and the vibra-
ting atoms in a conducting medium. It is made up of random tsglecom-
ponents of continously varying amplitude.

e Crosstalkis is caused by unwanted electrical coupling between adidicess.
This means that a signal transmitted over a line is pickedyuprother line
which runs next to it. A typical crosstalk effect is when drest call can be
heared in the background during a telephone call.

e Impulse noiseis picked up from the surrounding environment and consists o
short but heavy bursts. It is often caused by switching ofted@ic devices
(man-made noise) but can also be provoked by lightning digghduring a
thunderstorm (atmospheric noise).

The rate at which data can be transmitted over a channel i/ vaBuenced by
its bandwidth. In the real world no device can change a physical signahimist
(this also holds for biological systems). The bandwidth éfamsmission medium
is directly related to the speed at which bits can be sent thagrmedium. If the
sender attemps to transmit changes faster than the bamduvitite channel allows,
some of the changes will be lost. Bandwidth is measureyates per secondl/s]
or Hertz [Hz]. The term bandwidth is not uniquely defined, and can bfemdint
depending on the application.

Two common definitions can be seen in Fig. 2.2-5. Basicdltlg, handwidth of

a channel specifies, which spectral components of a sigilapass the channel
without attenuation. All spectral components at highegdencies than the cut-
off frequencyf. will be dropped by the channel. This channel model can beiseen
Fig. 2.2-5a. In practise, channels with such a rectangukgped frequency response
function are not possible. Real world channels will have spoase function as
displayed in Fig. 2.2-5b. Her¢, specifies the frequency at which the amplitude of
the signal will be reduced by a factor bfv/2 (3dB - see Appendix).

-3dB -

3
Bandwidth

< .
Bandwidth

[ : [

» T »

fc Frequency fc  Frequency
a) b)

Fig. 2.2-5:  Two alternatives for the definition of the bandwidth of achel



2.2 Introduction to Data Transmission

37

2.2.3 Long Distance Transmission - Digital Modulation

There are many occasions where the above mentioned sirapkntission scheme
like RS-232 does not work:

e For long distance links, the attenuation is too high for &ffit transmission.

e The scheme does not work when the signal has to be transroiteecchannels
with certain frequency and bandwidth constraints, e. gr ca@io channels. In
this case the data signal has to be matched to the channelrpesp

Researchers have discovered, that a continuous, osuillaignal will propagate
further than other signals. The most basic oscillatingaligsa sine wave. In com-
munications engineering sine waves are usethasers for other signals, like TV-
signals, signals from radio stations and also data sighetgder to transmit infor-
mation on top of a carrier signal, it has to be modified by tHerimation signal.
This modification is known ashodulation. A sinusoidal carrier signal can be writ-
ten as follows:

s(t) = Asin(wt + ¢) 2.2-1

It can be seen from Equation 2.1 that the sine carrier posehsee parameters
which can be modified by an information signal. These arertplaéude A, its

frequencyw, and its phase. A carrier signal and its parameters are displayed in

Fig. 2.2-6.

<+——>
T=2n/®

Fig. 2.2-6:  Sine carrier signal

According to the carrier’'s parameters, there are threeratees for modulation.
These areamplitude modulation (AM), frequency modulation (FM), andphase
modulation (PM). Amplitude modulation varies the strength of the oingcsignal
in proportion to the information beeing sent. Frequency ataiibn varies the fre-
guency and phase modulation the phase of the carrier in gropao the informa-
tion signal. The terms AM, FM, and PM are commonly used for olation with
analogue information signals, like in television and raalplications
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When modulation is used to transmit digital informatiokelidata from a compu-
ter, the transmission is calledigital modulation. In digital modulation the car-
rier signal is switched (shifted) proportional to the binaignal as it alternates
(keys) between binary 1 and 0. According to the three momnuidypes presented
above the three basic digital modulation typesarelitude-shift keying (ASK),
frequency-shift keying (FSK), andphase-shift keying (PSK) Fig. 2.2-7 shows
how a binary signal is transmitted by using digital modwlati

It can be seen that ASK uses two different amplitude levelepoesent binary 1
and 0. The carrier signal is shifted between these two angditevels according
to the binary data signal. In FSK, the two binary states goeesented by different
frequencies. The carrier is switched between the two fregjee according to the
binary signal. Finally, in PSK the frequency and amplituddéhe carrier is kept
constant while the carrier is shifted in phase as each bitardata stream is trans-
mitted. The scheme presented in the example is caltdetrent PSKwhere the
carrier uses a 180 degree phase difference to represerttahgefrom binary O to
binary 1 and vice versa.

0 1 1 0 0 1
Data
Signal
ASK
FSK
PSK
+180° +180° +180°
Time

Fig. 2.2-7:  Digital Modulation

In the modulation schemes presented above the physicarcsignal is only swit-
ched between two different states. To increase the bittragossible to add more
levels to the carrier signal.

For example, instead of using two different amplitude Isy&ur amplitude levels
can be used to represent a combination of two bits or eigbtdean be employed
to represent 3 bits. The bit rate is then two or three timesitjalling rate (the rate
at which the carrier signal changes). The signalling ratgdge calledbaud rate.
The relation between signalling rate and bit rate can beesgad as follows:
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R = R,log, M 2.2-2

where R is the bit rate,R, is the signalling rate, and/ is the number of signal
levels.

Binary - 0 0O -0 17 -1 o -1 1
Data : . :
Signal :

4-ASK

4-PSK -
(QPSK) :

0° +90° +180° +270°

v

Time

Fig. 2.2-8:  Multilevel modulation: 4-PSK (QPSK) and 4-ASK

(Exercise 2.6.2)
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Exercise 2.2-2:

The characters "Feu" are transmitted employing QPSK.

a. a) Convert the 7 bit characters into 8 bit characters byenisg a "0" as MSB.
The LSB is transmitted first.

b. b) Draw the resulting QPSK signal (according to Fig. 2.218he course text).

c. ¢) What is the baud rate for a bit rate of 2400 bit/s?

The multilevel signal can be plotted in a diagram that shdvegbssible constellati-
ons of amplitude and phase levels. Such a diagramm is calestellation pattern.
The constellation pattern of QPSK is shown in Fig. 2.2-9.

+90° = 01
Amplitude
1gor=t0 |
+ °= N o —
. _0°=00
? +270° =11

Fig. 2.2-9:  Constellation pattern of QPSK

The arrow from the origin of the coordinate system to the tadlation point repres-
ents the sinusoidal carrier and is a vector. The length sfiactor corresponds to
the amplitude, the angle between Odegree and the vect@spamds to the phase
of the constellation point. Hence, amplitude modulatiorregponds to varying the
vector length, phase modulation corresponds to a variatidghe vector angle. In
the constellation pattern for QPSK all four points have #r@s amplitude and thus
there is no amplitude modulation. Each of the four pointsdadsgferent angle in
the constellation pattern which results in a four-levelgghenodulation.

Higher bit rates can be achieved by further increasing tmelmau of phase levels.
In practice, the number of phase levels is limited by the emamdroduced during
transmission. Hence, to further increase the bit rate,dbremon to employ both
phase modulation and amplitude modulation. Such a modulatheme is refer-
red to asquadrature amplitude modulation (QAM) . An example of QAM with
twelve phase and three amplitude levels resulting in 16ldeper signal element
(hence 4 bit per level) is shown in Fig. 2.2-10. This 16-peamnstellation is known
as 16-QAM.
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90°

0111 0110 0010 0001
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0100 0101 0011 0000
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180° — I I t— 0
1100 "M 1001 1000
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270°

Fig. 2.2-10: Constellation pattern of 16-QAM Modulation

(Exercise 2.6.3)

Exercise 2.2-3:

Draw a possible constellation pattern for

a. 8-PSK

b. 8-QAM

Multilevel ASK and PSK are often used in conjunction in highrate modems.
In practice, the number of signal levels and thus the posdilitate is restricted
by the channel’'s impairments like limited bandwidth, andsedevel. In fact, the
highest possible bitrate for a channel with additive norsglanited bandwidth was
determined byClaude E. Shannonin 1948:

S
= Bl 1+ —= 2.2-
C og2< +N) 3

where S is the average signal powek, is the random noise power,arl is the
bandwidth of the Channel’ is called thechannel capacityand is measured in
bit/s. The channel capacity can be interpreted as follofu$ie bit rate R is less
thanC(R < C), then it is theoretically possible to achieve reliable ¢efree)
transmission through the channel. On the other hani, if C, reliable transmis-
sion is not possible regardless of the amount of signal gsing performed at the
transmitter and receiver [Pro94].

Shannon’s theorem gave birth to a new field in communicagmgsneering which
is now callednformation theory .

(Exercise 2.6.4)
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Exercise 2.2-4:

What is the capacity of a channel with bandwidth B = 3100 Hzaejnal-to-noise
ratio of 30dB?

Solution hints: The following relation may be useful:

_ logpx

1 =
O8a ¥ logya

2.3 Internet Infrastructure

In the past when national telecommunication monopolidisesiisted, services and
network access were supplied by one single telecommuaitatimpany. Since the
advent of liberalization in telecommunications a lot haarded and the former
"One company does everything" paradigm has shifted to argebesiness model
which differentiates between services and roles in telesamcations. For the ope-
ration of the Internet the important roles which can be itiedtare thecarrier, the
Internet service provider (ISP) and thecontent provider. It must be emphasized
that a company can impersonate all of these roles. It is plesiat one company
concentrates only on carrier services, whereas anothgoaoyprovides the com-
plete spectrum of telecommunication services. A contemtiger is normally only
interested in the effective dissemination of his produot$ will cooperate with an
ISP who will be in charge of the technical aspects of Intematlishing. The dis-
tinction of roles is necessary to define interfaces for sesi This is a vital facet
of liberalization on the telecommunication market, beedatiallows competition to
emerge in different areas of telecommunication services.

2.3.1 Carrier

A carrier provides the transport network over which voicd data communication
is carried out. Besides former monopolists other compdike.g. public power

suppliers have built private national telecommunicatietworks. In Germany, for
instance, companies like RWE, VIAG, Thyssen and DeutschaBe have built

their own telecommunication networks and are now able topsiswith German
Telekom for customers. In Section 1.7 it was shown that a rgémational com-

munication network consists of three layers - carriers Gapresent in all three of
them. Especially in the long-haul and regional domainsgtirapetition among the
carriers is quite strong. In Germany it could be observeat, ¢harges for national
phone calls significantly dropped since the fall of the tetemunication monopoly
in 1998, which is a direct consequence of increased conygretlh the access net-
work, though, the situation is different. Here, the infrasture is still owned by the
ex-monopolist German Telecom (which means that local pbahgare still expen-
sive). Other companies are eagerly trying to bridge thisdaige with their own
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equipment. The different technologies which are emplopdte access network as
an alternative to leasing or purchasing of copper lines ftioenex-monopolist are
described in Section 2.4.

Carriers can be categorized according to the geographeathey operate in. Typi-
cal categories are:

e international carrier (supercarrier),
e national carrier (e.g. former monopolists),
e regional carrier, and

e cCity carrier.

In colloquial language a permant connection provided byraesais often called
leased line From a technical point of view the services a carrier presidre either
leasing of physical lines or leasing of transmission cagam physical lines.

23.1.1 Dark fiber

The dark fiber is a special form of a leased physical line. Tdreier provides an
optical fiber link without any further services or equipmehhie customer has to
connect the fiber to his own transmission systems. The custbas absolute free-
dom as to which transmission technology will be used. Heals®, operation and
maintenance is completely controlled by the customer.

/

Fig. 2.3-1:  Optical fibers without transmission equipment

Although other transmission technologies, like radio $raission and transmission
over copper lines, do exist, optical fiber transmission mesudstanding importance
in current and future telecommunication transport netwohk parts of the access
network where copper lines still outweigh optical fibers #mel capacity demands
of the customer are moderate, copper lines are still usechieze connectivity for
customers.
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2.3.1.2 Transmission Capacity

In cases where customers do not want to setup their own tiasism equipment,
it is provided by carriers and customers can rent a certaimuatof transmission
capacity (normally in terms of Mbit/s) from the carriers.rfoe customer this sce-
nario has the advantage that all technical systems, maintenand operation are
provided by the carrier. Hence, a customer can concentraf@aviding his ser-
vices without having to deal with the low-level technicaduss of signal and data
transmission.

The transmission capacity provided by the carrier does @etio be static. In fact,
real life telecommunication applications tend to be quiaainic with regards to
traffic demands. For instance, many enterprises need hagkrtrission capacities
during the office hours when their employees are working eit tomputer termi-
nals and produce high volumes of data traffic. During the tidjle traffic require-
ments are often considerably lower. Since enterpriseswaly to spend money on
transmission capacity they really use, they will sign a maxttwith a carrier which
exactly regulates the provisioning of capacity and itsritigtion over the day. Typi-
cal data rates for leased lines in Europe and the USA areagisglin Table 2.3-1
and Table 2.3-2.

Tab. 2.3-1: Standard data rates in the USA

USA TO/DSO T1/DS1 T2/DS2 T3/DS3 T4/DS4
Channels 1 ISDN 24*T0 4*T1 7*T2 3*T3
Data Rate 64 kbit/s 1.544 6.312 44.736 139.264
Mbit/s Mbit/s Mbit/s Mbit/s
Tab. 2.3-2: Standard data rates in Europe
Europe EO El E2 E3 E4
Channels 1 ISDN 32*EO 4*El 4*E2 4*E3
Data Rate 64 kbit/s 2.048 8.448 34.368 139.264
Mbit/s Mbit/s Mbit/s Mbit/s

Fig. 2.3-2 shows an example network from the viewpoint of st@mer and the
carrier. In Fig. 2.3-2a the traffic demands of a customer wiante/to set up a
corporate network are displayed. The physical transmss&twork is provided
by the carrier and can be seen in Fig. 2.3-2b. The capacitfigtoation of the
different links is left to the carrier and is completely tsparent to the customer (the
customer only sees the configuration as displayed in Fig2&)3Furthermore, the
carrier can use the same physical links to accomodate tfadfic other customers.
The connections between the different fiber links are eistadad by cross connects
(XC). These cross connects are switches which are centnalhaged by the carrier
and are configured to dynamically route traffic from one liolahother link.
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Main Site
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(a) (b)

Fig. 2.3-2:  a) Logical corporate network consisting of a main site amal temote sites. b)
Corresponding physical carrier network and resultinditrdliow on physical links.

A carrier is able to offer transmission capacity to multiplesstomers over the same
physical links. The interest of the carrier is to make maximuse of the availa-
ble physical recources while it must be ensured, that thaagpdemands of the
customers are met. Since the behaviour of data traffic is toapdedict due to its
bursty nature, many carriers today only use half of the als&l capacity to leave a
headroom for peaks in the data stream.

Large Internet service providers need a long-haul netwaikterconnect their dif-
ferent routers. Many ISPs sign a contract with a carrier vehabile to provide the
network infrastructure they need. In this case, the netwdrich interconnects the
ISP’s routers is called thieackboneThe backbone of a typical national ISP may
look similar to that displayed in Fig. 2.3-3. A backbone canskt up with both of
the above mentioned carrier services.

In Section 1.7 it was shown that long-haul networks typicplbsess a mesh topo-
logy. Real world backbones like that displayed in Fig. 2.8H&n differ from the
ideal structure, in that they are not fully meshed. The mtorgldink redundancy is
still achieved, though. Currently (2000), typical bit mtin the optical links are 2.5
- 10 Gbit/s. Due to the constant increase in Internet andevivadfic the capacity
will soon reach 1 TBit/s.

Internet backbones can have different topologies andzeatidiverse transmission
technologies depending on the ISP’s size and area of oper&tr instance, regio-
nal backbones often posess a ring topology instead of a mesltogy. Hence the
term backbone does not relate to size and topology of a nktiudrto its func-
tional property, which is the interconnection of an ISP’atews with high capacity
physical links.
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Il Cross Connect

Optical fiber link
155 Mbit/s - 1 Thit/s

Fig. 2.3-3:  Long-haul network of an imaginary national carrier. Thigwork can serve as a
backbone for national Internet service providers. ISPseitduer lease capacity or the
physical line (dark fiber).

Exercise 2.3-1:
Visit the following web site:

http://www.cybergeography.org/atlas/isp_maps.html

2.3.2 Internet Service Provider

The Internet Service Provider (ISP) is the instance whiddrsfinternet services to
enterprises, small offices and home offices (SOHO), andtprauzgstomers. Typical
services offered by ISP’s are

e oOperation of a regional, national or global Internet-bamid (IP-backbone),
which is basically a router backbone on top of a carrier bankb

e Internet access via leased lines or dial-up connections,

e provisioning and administration of hardware for the custo(e.g. web servers),
also known a$iousing,

e content-hosting(e.g. web sites),

e operation of servers for Internet services like e-mail aledtfansfer,
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e special services like inter-LAN connections (VPN - virtpaivate networks).

An ISP normally leases physical lines or transmission cap&rom a carrier and

provides its own hardware to cregpeints-of-presence(POPSs) for the Internet.
A point-of-presence is an access point for the Internet wisigpplies a confined
geographical region with Internet services. The number@P® an ISP operates
depend on its size. A regional ISP will normally only run a fB@Ps, whereas a
national ISP will have POPs distributed all across the agunt

To allow the exchange of data between different ISP’s a comexchange point
has to be created. The agreement of different providersdbasge data between
their networks is callegheering agreement. In fact, the Internet heavily depends
on such peering agreements because they are essentia &ffitient transmission
of data through the Internet. In many countries ceritrtdrnet exchange points
(IXP) exist, where all major ISPs are present (Fig. 2.3-4jthddt such central
exchange points it could happen that traffic between twanatilSPs would take
a very long way through the Internet, because no bilateratipg agreement bet-
ween these two ISPs exists. For example, in Germany, bdfer@astallation of the
exchange point in Frankfurt (DE-CIX) it was common, thathmiet traffic between
two German ISPs was first routed across the ocean to the US#ande-routed
back to Germany, simply because there existed no directecbiom between these
two ISPs apart from this trans-atlantic link. Hence, thes®xice of exchange points
leads to short transmission paths between different ISfarriet exchange points
are normally operated on a non-profit basis by an organisatasisting of several
major national ISPs. Besides their importance for natieoahectivity, IXPs also
provide the exchange point for international data traffic.

International
Traffic

V'l
=

Bilateral
peering
agreement

Fig. 2.3-4: Interconnection of different providers through an InttrBxchange Point (IXP).

The concentration of traffic at exchange points also has shsaelvantages:
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e since IXPs can only handle a constrained volume of traffig tifeen represent
a bottleneck for national and international traffic flow,

e duetotheir strategic value for the operation of the Intenthey are potential tar-
gets for terroristic and criminal acts. This threat becomese and more signi-
ficant with the increasing economical and political impoda of the Internet.
Although the Internet is often described as a higly disteduand fault-tolerant
network, the reality is that a concerted attack on a smallbemof nodes can
render it into a conglomeration of unconnected networkigéa

The core business of most ISPs is to provide business anat@iustomers with
Internet access. The connection from the customer to ths [8fnht-of-presence
is established either by dial-up (private customers) ordaséd-line connections
(enterprises). If the ISP is also a carrier, it is able torafigegrated (and thus chea-
per) services to its customers.

Leased Line

Dial-up connection ____ISP Network

Customer

—_—

Router
E Cross
Connect

Fig. 2.3-5: A customer connects to the Internet via an ISP

Fig. 2.3-5 shows the relationships between customer, I8 amier and thus pres-
ents how a computer finally connects to the Internet.

e The customer is connected to the POP of an ISP either by audiabnnec-
tion (normally private customers and small offices) or adéaline (normally
business customers).

e The ISP transports the customer’s data through his netwdrlch is a router
network (logical network). The routers are connected bysptal lines which
are leased from a carrier (the ISP can sign contracts wittrakgarriers).

e At an Internet exchange point or bilateral peering pointi§ié connects to the
Internet and thus becomes part of the Internet.
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2.4 Internet Access

In order to take part in communication over the Internet, engoter must have
some kind of physical connection to an ISP’s point-of-pnese Today, the global
public telephone network with almost a billion subscritfersns a reliable commu-
nication network, that is able to nearly connect any poinEarth with any other
point. Future information and multimedia services whiclalsbe provided over
the Internet platform however requirébeoadband connection 2 Mbit/s) to the
Internet. Since the analogue telephone channel is not algmvide a data rate of
more than a few kbit/s other access technologies are clyremerging. These new
access technologies can be divided into several catagmeesding to the utilized
physical medium. The most promising of these technologies a

e DSL (digital subscriber line) which makes use of the twispait copper subs-
criber line between the local exchange office and the cus®premises,

e cable modems which are connected to the cable TV network \GAT

e wireless local loop (WLL) radio links.

Beside the mainstream there are some niche technologiés) Wave not yet pro-

ved that they can be deployed both economically and teclyidhese are broad-
bandsatellite accesand powerline technology Although the satellite is able to
cover vast areas while supporting personal mobility, il Wéve to compete with
much more cost effective technologies on the ground. Furtbee it can only offer

a low individual capacity per user within the area of coverakhe idea of transmit-
ting data over powerline cables is intriguing, but in pregtmany problems arise,
the most severe being the electromagnetic compatibilitgespowerline cables tend
to act as radio antennas (they were originally not meantriy é@&quencies greater
than 50 Hz).

The long term goal in the local loop is, to replace the exgstiopper plant with

high capacity optical fibers which run right into the custoerpeemises (Fiber to

the Home - FTTH). This solution is not expected within theek®eable future.
In the meantime, the existing copper lines and alternagearologies are being
utilized. It is expected that the availability of high-cafig access to every home
will greatly stimulate the development of the informatimtiety, and bring areas
like teleteaching and e-commerce a major step forward.
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Fig. 2.4-1:  Access technologies for the local loop

2.4.1 Access via Modem

The access through tiRaiblic Switched Telephone SysterfPSTN) is still for most
people worldwide the only viable method to connect to therimét. This means,
that the public telephone system, which was originally p&hto only carry voice
traffic is used to transmit data signals. The device that@s@eserial stream of bits
as input (e. g. RS-232) and produces a modulated carriettpstda. g. QPSK) that
can be transported over telephone networks is calledadulator. The modulated
signal is transmitted through the telephone channel amansftormed back into a
serial bit stream at the receiver’'s end. The device thatmsa modulated carrier
signal and outputs a serial bit stream is calletbenodulator. The combination of
both modulator and demodulator is calledhadem Hence, a computer which is
connected to a modem can simultaneously act as a sendercainvkereThe trans-
mission mode in which both communication partners are abkehd and receive
simultaneously is calleduplex communication. The mode in which both commu-
nication partners take turns in sending and receiving esrredl to aalf-duplex.
Today, most modern data communication links are operatddpiex mode.

In order to achieve an effective transmission, the dataasigas to be matched to
the properties of the telephone channel. Its most impopiaerties are the limited
bandwidth (300 Hz - 3.4 kHz) and the relatively high noiseslev

For an average telephone channel with a signal-to-noige #a85 dB, the maxi-
mum data rate can be calculated according to Shannon’s lquafen 2.3) as fol-
lows:
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C = 3100 x log, (1 + 3162)[bit/s]
= 36044bit /s

It should be noted that the signal-to-noise ratio will béeteént for every individual
subscriber line, mainly due to varying length.

Fig. 2.4-2 shows how a computer connects to the providerB #@ugh the public
telephone network. Inside the network, the data will prdyple transported digi-
tally?. Hence, the carrier signal has to run through an A/D converten it enters
the telephone network, and pass through a D/A converter \itHeaves the net-
work. The quantization noise that is created during the Adbversion adds to the
overall noise level of the telephone channel and furtheredeses the possible bit
rate. At the provider’s point of presence, a modem pool sEn@ming connection
requests from the provider’s customers. The modem pooliaected to amccess
router, which can be seen as the gate to the Internet.

ISP's POP
Modem
===t i
\ Modem Access Router
Modem

4+—re4—r4—>
Analogue Digital or Analogue
analogue

Fig. 2.4-2:  Access via modem

In Table 2.4-1 the evolution of modem technology is presgntecan be seen
that early modems relied on multi-level modulation teclueis} Following modems
employed sophisticated coding schemes like Trellis CoddWwaiion (TCM) which
improves QAM by includingforward error control (FEC) . As the number of
amplitude and phase levels increases with each successive,complex modu-
lation method, both the transmitting and detecting cirgustecome more compli-
cated and costly. Finer distinctions between detecteddigitels in terms of phase
and amplitude make it more difficult for the receiving modendécide whether the
signal is a"0" or a "1". As discussed previously, Shanndréotem gives the upper
bound of the transmission speed as function of the signabtse ratio for a given
transmission line.

2 Today, most modern telephone networks are digital
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Tab. 2.4-1: Modem Milestones

Date Standard Rate (bit/s) Modulation
1968 V.26 2400 4-PSK

1972 V.27 4800 8-PSK

1976 V.29 9600 16-QAM

1984 V.32 9600 2D TCM

1994 V.34 28800 4D TCM

1998 V.34 (revised) 33600 4D TCM

1998 V.90 56000/33600 PCM/4D TCM

It is interesting to see, that it took the communicationsieegrs approximately 30
years to even come close to the theoretical Shannon bougd.Modems mark

the end of the traditional modem development process, lanegdy close to the
theoretical limit. V.34 modems are able to operate at a mamirbit rate of 33600

bit/s. This bit rate is often not achieved on low quality p¥ene lines, and thus the
modem is able to fall back to lower bit rates (e. g. 28800 pit/s

The V.90 modems which are sold today, are operated at twerdift bit rates for
the upstream and downstream directions. For the upstregeatidn, the modem
exactly behaves like a V.34 modem. On the downstream fronptbeider to the
customer V.90 modems can achieve up to 56000 bit/s. Thisssilple, because
the provider is digitally connected to the PSTN. Fig. 2.4hdws the difference
between V.34 and V.90. An important trait of V.90 connecsias the missing of
an A/D conversion in downstream direction. Since every Addwersion (ADC)
introduces quantization noise (see Fig. 1.3-6), the retraa/D converters leads
to an increase of the signal-to-noise ratio. Hence, a V.99%amocan assume a better
signal-to-noise ratio than a V.34 modem. Neverthelesstantjce, this assumption
often proves to be unrealistic, which is confirmed by the faat only a fraction of
these modems actually reach the maximum bit rate of 56 kimitthe downstream
from the ISP to the customer. If the telephone line from th& @& the customer
is too poor (low S/N), the modem operates in V.34 mode for lolatkctions.
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Fig. 2.4-3: Comparison of V.34 and V.90 technology. V.90 only works wih®P is digitally
connected to telephone network

2.4.2 Access via ISDN

The fact that a telephone network operator is not able toagniee the availibilty of
a fixed bit rate due to the varying quality of the analoguepietee channel, raises
the demand for a more reliable data connection than the 3zlpkkin old telphone
service (POTS) can provide.

One of the first efforts to provide large-scale digital seegi to subscribers was
launched by telephone companies under the riategrated Services Digital Net-
work (ISDN). ISDN provides digitized voice and data services to subscsiover
conventional local loop wiring. Supplementary ISDN seegdor voice communi-
cation are caller identification, call forwarding, call wag, and conference calling.
Further applications of the ISDN services include compatenmunication, high-
speed facsimiles, and low bit rate videophones.

The ISDN standards (ITU) specify thHeasic accessand theprimary accessfor
users.

For basic access, the telephone network operator guasatiatethe customer will
have access to two channels, each with a bit rate of 64 kkitfsl€x), which can
both be used for data and voice transmission. Such a chanalsbi called chan-
nel. Furthermore, the two B channels can be bundeled, thustiregsin a bit rate

of 128 kbit/s. TheD channelis used for the exchange of signalling information at
a bit rate of 16 kbit/s. Hence the combination 2B + D results ibit rate of 144
kbit/s. Additionally, synchronisation information (48 ikfs) are transmitted which
leads to an aggregate bit rate of 192 kbit/s on the subsdhniser

The primary access is 30B + D (64 kbit/s) in Europe, and it B 2 (64 kbit/s) in
the United States, Japan, and Canada. Primary access i a@liic@mmercial users.
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Since ISDN data transfer is carried out over the same telephoe as POTS the
following question arises: How can ISDN go so much fasterlm dame phone
lines that supposedly were already close to operating ahtaretical limits with
33.6 kbit/s and 56 kbit/s voiceband modems?

The answer is: The ISDN channel is not limited to the 3.1 KHndveidth of
the analogue telephone channel. ISDN employs basebarghtission instead of
modulation and makes use of a greater part of the line’'sabl@ibandwidth (POTS
only uses a fraction of the available bandwidth). The witibandwidth of an ISDN
channel is shown in Fig. 2.4-5. Since ISDN does not employutaithn a modem is
not needed and usually &8DN card is installed inside the computer which inter-
faces to the ISDN S-bus (see Fig. 2.4-4). The network tertioingdNT) interfaces
to the twisted pair subscriber line and acts as transmittéreceiver for incoming
and outgoing data.

—— -

Access Router

192 kbit/s
=
== Subscriber

Computer line

e S-Bus ISP

Fig. 2.4-4:  Access via ISDN

A subscriber line that is utilized to transmit digital infeation without the cons-
traints of the analogue telephone channel is cadligital subscriber line (DSL).
ISDN was the first worldwide effort to establish DSL applioas in the local loop
of public telecommunication networks.

Besides the higher bit rates, ISDN has further advantagdstiernet applications:

e The connection setup time is much lower than for modem cdiore Nor-
mally an ISDN connection is established in less than a second

e When a single B-channel is used for Internet access, the Btshannel is still
free for telephone calls.

e The delay which is introduced in an ISDN card is consideradlyer than the
delay of a modem (introduced by the complex modem circuifrij)s is import-
ant for interactive applications which need fast respoimsed (ideally less then
100 ms).
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Fig. 2.4-5: Bandwidths of several DSL technologies in comparison td 8Jlogarithmic
scaling!)

Exercise 2.4-1:

Examine the efficiency of ISDN basic access in comparisouartertt V.34 modem
data transmission. Assume a bandwidth of 80 kHz for the ISB$icbaccess.
Express the efficiency in terms of bit/s/Hz.

2.4.3 Access via xDSL

The recent developments in DSL technologies are significarteeding the ISDN
data rates. The family of different technologies that argleged on the copper
subscriber line with bit rates in excess of the ISDN ratescatked xDSL. xDSL
make use of much higher frequencies than ISDN does. Two x[@8hniblogies,
ADSL and VDSL, are shown in comparison with ISDN and POTS ig. 2.4-5.
Fig. 2.4-6 shows how a computer can use xDSL to connect tovecegarovider. The
XDSL technologies must asure that telephony services #iravstilable in parallel
to the new data services. This is accomplished by utilizpligters at the customer’s
premises and the exchange office. At the office the data sigrmabcessed by a
digtal subscriber line access multiplexer (DSLAM)which concentrates the traffic
from all connected subscriber lines. The data traffic isgpanted over broadband
leased line connections to the ISP’s point of presence.

1]
1111 PSTN/ISDN
Splitter Copper Splitter, U_how
Loop I_ Telephony
Telephone Switch
L
_____ T ==
Computer '\;I(d === ] Leased Access
odem xDSL Line Router
DSLAM
Customer Central Office ISP POP

premises

Fig. 2.4-6;: Access via xDSL
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At the moment, the most prominent member of the xDSL familkSL, which
stands forasymmetric digital subscriber line. ADSL is offered in different fla-
vours depending on the length and quality of the subscriber Typical data rates
are 1.5 - 6.144 Mbit/s downstream, and 128 kbit/s-512 kbipstream. The asym-
metric nature of the upstream and downstream bitrates tea&ISSL being ideally
suited for Internet applications with asymmetric traffibbeiour. Typical examples
are:

e Access to WWW pages

Distance learning and training

Telemedicine

Multimedia content streaming

Software downloads

All these applications have in common that they require ahrhigher data rate
on the downstream from the Internet to the customer tharempistream direction
from the customer to the Internet. Hence, ADSL is well suftegrivate customers
who make use of such asynchronous Internet applications.

For the European version of ADSL it is obligatory that thectpem of the ADSL
data signal does not interfere with the widespread ISDNH&WSA ISDN is far
less popular.). For this reason, the spectrum of EuropeaBlARas shifted to be
placed above the ISDN spectrum (80 kHz for most Europeantdesh

The two competing transmission techniques for ADSLG@aerierless Amplitude-
and Phasemodulation (CAP)xndDiscrete Multi Tone Modulation (DMT) . CAP
is a special form of 64-QAM and avoids transmission of theieafrequency. DMT
divides the available frequency spectrum into 255 suboklan225 data channels
+ 30 control channels) and uses 64-QAM for each of the subeanThe trans-
mission equipment frequently adjusts the bitrate for ed¢hesubchannels during
transmission in order to maximize throughput of the ADSL reection.

The next generation xDSL technolofDSL (Very High-Speed Digital Subscri-
ber Line) does not rely on twisted pair transmission alone, but asswarembi-
nation of optical fiber and short copper twisted pair linaesctsa hybrid concept
can be realized by installing an optical fiber close to theéwosr premises in the
local loop. The bit rate that can be delivered to the end uspends on the length
of the copper loop. It can vary from 14.5 Mbit/s for long-rengDSL (1.5 km) to
58 Mbit/s for short-range VDSL (0.3 km). Fig. 2.4-7 shows tliféerent concepts:
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Fig. 2.4-7:  Fiber to the x topologies

e Fiber To The Exchange (FTTEX): This is the topology suitatale ADSL
technology. If the subscriber line is very short (< 1.5 km) $IDcan also be
employed.

e Fiber To The Cabinet (FTTCab): An optical fiber runs from tbedl exchange
to the street cabinet which is a concentration point for ipl@tsubscriber lines.
From there, the loop will continue as a regular copper twligi@r line.

e Fiber To The Building (FTTB): The optical fiber runs rightanthe basement of
the building. The in-house cabeling consists of coppertagipair lines.

e Fiber To The Business/Home (FTTH): All links are purely opti Even termi-
nal equipment like computers and telephones are opticatlipected.

It must be noted that although the FTTH topology offers thghbst capacity
(almost unlimited!) it is not likely to be realized withingtioreseeable future due to
the immense costs for installation of an all optical localdoVDSL enables lever-
aging of the existing copper plant to offer services eqenato those of FTTH, at
much reduced costs.

2.4.4 Alternative Access Technologies

The motivation for liberalizing the telecom market is econcal. New carriers and
operators are supposed to compete with the former monofiatismbent) in order

to achieve more attractive tariffs and faster developméstovices. The process,
reffered to asunbundling, of allowing alternative operators to use copper twisted
pairs installed and owned by the local or national monopelgghone operator is
currently underway in many parts of the world. In Europe meoyntries such as
Austria, Germany, Denmark and Sweden have obliged theratincumbent to
offer unbundling. Many countries created Telecommunicagcts that basically
allow anybody to operate a telecommunication network. Bgeilator’s role is to
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grant licences that authorize new operators to offer teheoanication services.
Additionally, the regulator has to decide how unbundlingoise carried out. He
has to create an environment where new entrants have a faiceho compete
with the incumbent. On the other hand the regulator has tavaeeanot to put the

incumbent’s existence at risk by granting a competitivesgdghe new operators. A
widespread procedure is to fix the price new entrants havaydq either renting

or purchasing of existing subscriber lines from the incumtogperator.

For many new operators the purchase or rental of parts oiik8reg copper plant,
which is still owned by the incumbent, is not acceptabletdad they often try to
built their own local loop infrastructure without relyingndhe existing subscriber
lines. In the following a few of the alternative local loogk@ologies are shortly
described.

244.1 Internet Access via Cable TV Network (CATV)

In many countries the national cable TV network is the sedargst telecommuni-
cation network besides the public telephony network. lhisstextremely attractive
for new operators since it opens the door to a vast numberiwdtprhouseholds
(businesses rarely have a cable TV connection). The av#yadf CATV networks
for Internet access heavily depend on the national sitnabinGermany, the draw-
backs of CATV Internet access are:

e A CATV network is a shared medium. This means that many haldslshare
the same physical line. Consequently, the available Btmaist also be shared
and can become very low in some urban areas where many hddsshare a
single cable.

e Originally, CATV networks were not meant to transport signia both direc-
tions. The amplifiers inside the CATV network will not let gasignals from
the residentials to the broadcast head end. In order to &lidinectional signal
transport many CATV networks have to be refitted with new aifeps. The
costs for this upgrade process are tremendous.

The connection to the Internet is established through aecatnldem which typi-
cally use variants of QAM to transmit data. Maximum data satee 47 Mbit/s
downstream and 10 Mbit/s upstream. It must be noticed tlesEtiare aggregate bit
rates which have to be shared by several households. Fompéxawhen a single
physical cable is shared by 100 households, each will hahaie ©f 470 kbit/s in
the downstream.

2.4.4.2 Wireless Local Loop (WLL)

Wireless Local Loop technologies, which are also oftenrreteto as Radio in the
Local Loop (RITL, RLL), represent a new radio-based accesBriology with cel-
lular architecture offering flexible high-capacity contiens to businesses and pri-
vate users. WLL comprises a multitude of different techg@e such a®ECT
(Digital European Cordless Telecommunications) &DS (Local Multipoint
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Distribution Systems). WLL is a very attractive local loopligion for new ope-
rators, who do not own infrastructure in the access netwodkcauickly want to set
up their own network. Furthermore, WLL is well suited forabareas in which the
installation of copper or fiber technology is very expensia the provisioning of
WLL services, special frequency bands are specified andbaect by the regulator.

For example, in Germany DECT systems may use frequenciasebert1880 and
1900 MHz. The maximum bit rate in DECT systems which must bildd between
the upstream and downstream channel is 1152 kbit/s. EVéntins bit rate also
has to be shared among multiple users. LMDS systems may adeatids 2.54-
2.67 GHz, 3.4-3.6 GHz, and 24.5-26.5 GHz. The availabledbés are significantly
higher than in DECT systems and can be up to 38 Mbit/s in thendtowam.

2.5 Summary

Baseband transmission is the easiest way to transfer dgtalsiover physical
media. Here, the binary digits of the data signal are diyesticoded as voltages
on a physical line. This method falls short when data sighal® to be transported
over long distances or radio links. In this case, the trassion signal has to be
matched to the properties of the channel. This is achievaddulation which is
also called bandpass transmission. If data signals areptoated on top of a car-
rier signal the transmission is referred to as digital matiah. The achievable bit
rate on a transmission medium is vastly influenced by the nmedibandwidth and
the signal-to-noise ratio. The relationship between thmpairments and the theo-
retical bit rate is given by Shannon’s Law which introdudas motion of channel
capacity.

The Internet is a complex structure consisting of a mulgtoélphysical networks
which are interconnected by routers. Large physical nétsvare operated by car-
riers who offer leased line services to their customers.Iiteznet service provider
operates a router network and offers Internet servicesgmbss and private custo-
mers. The routers are connected by leased lines which aegrifom a carrier. The
leased line is also the favourite Internet access type feimesgses. The traditio-
nal way for private users to connect to the Internet is thhotlng public telephony
system. Modems can only offer a restricted bit rate due td#rewidth restricti-
ons of the telephony channel. New technologies for the wateld local loop are
xDSL technologies which can offer considerably higher &iés over the same cop-
per twisted pair that POTS employ. In the course of dereguiatiternative access
technologies are well suited for new operators to insta&lirtbwn infrastructure in
the local loop.
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3 Protocols at the Network Layer

3.1 Goal of the Chapter

In this chapter, we first explain the basics of naming andesking in the Internet.
The structure of IP addresses and the different types ofeadds which are used
in the Internet are outlined. After an explanation of theaapt of naming in the
Internet, the functionality of the Domain Names Service @tanslating IP names
into IP addresses is described.

In the second main part of this chapter, the protocols operat the network layer
such as IP and ICMP are explained. In the context of the IPdreaatt the operation
of the IP protocol we also briefly outline some routing issineke Internet.

3.2 Introduction

There are many protocols operating at the TCP/IP protoecksiAs we have seen
in Section 1.8.4.2, the TCP/IP protocol stack does not §pdw physical and link
layer protocols. It rather specifies how these layers wilhberfaced by the Internet.
Many physical networks can interface with the Internet saxcthe PSTN as we have
seen in Section 2.4,

At the network access layer, no universal TCP/IP protocalalable, since this
layer exclusively handles local network transmission. A&tfel RARP (Address
Resolution Protocol and Reverse Address Resolution Rshtoperate at the net-
work access layer where they are used on any network thas neewnvert inter-
network addresses to physical addresses which may be bdedtin the network
interface hardware. Although ARP and RARP are concernedlynogh issues at
the network access layer, they can also be depicted as baingf phe network layer
operating in parallel to the Internet Protocol. In the faling, we will consider the
ARP and RARP protocols in the context of the network layer.

The dominant protocol at the network layer is the Internetguol (IP) which is
used for internetwork routing of data between hosts andsaaretwork links. ICMP
(Internet Control Message Protocol) is a kind of helper @grot that works with IP
to pass error and status information between hosts andrsoisiee Section 3.4 for
more information about IP). ICMP messages are carried withitraffic, so ICMP
is sometimes depicted as operating on the layer above IRtBfunction is strictly
related to the network layer.

Internet routing, the set of methods for making sure thatvaek traffic is passed
between hosts and networks efficiently, needs its own sebtdgols. These routing
protocols ensure that routers are able to detect changatemétwork routes and
to keep data flowing across the internetwork. For more in&tiom about routing in
the Internet see Section 3.4.1.1.
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As many operations at the network layer are concerned watlcdimcept of naming
and addressing in the Internet we will first explain this tdmefore we proceed with
the network layer protocols.

3.3 Networks Addresses and Names

Two hosts connecting across an internetwork have much imwmwith two peo-
ple participating in a conversation via a telephone conoect circuit between
the two participants who are communicating is establishimhe of the two per-
sons has to be concerned with what type of equipment the thising, nor does
either of them have to be aware of the route the telephone aoynyses to establish
the circuit. It is possible that different technologies ased by the people involved.
But all these details are irrelevant to the people on the phon

When setting up a circuit, a unique identifier for the destoratelephone is requi-
red for the party intiating the circuit. When dialed, anyfione number in addition
to its area and country codes will connect the dialer to dqadar telephone.

The same is true on an internetwork where each node has aeudigptifier used to

establish connections with that node. If another host cctiedeto the internetwork
invokes that network address when starting a network agipdic program the data
will be transmitted to this host if it is accessible over theernetwork.

TCP/IP networks have some similarities to telephone nétsydout they are diffe-
rent in one important way. Traditional telephone netwongly circuit switching

(see Section 1.4, Fig. 1.4-1), which means that an elettiicauit is build up among
the participants of a telephone call. TCP/IP networks esnplacket-switching in
datagram mode. This means that data is divided into padkatsite handled indi-
vidually. Each packet is sent along the best route that ieotly available. So, if a
link breaks down, the router can send the packets along anaihte.

In this way, the network delivers packages of data from aeetuda receiving host.
The destination address is used to target a uniquely ideshtifost, and the return
address is used by the destination host to respond.

3.3.1 Naming and Addressing in the Internet

In the InternelP addressesare used to identify hosts and route data to them. Hence,
every node in a TCP/IP network must have a valid IP addresstaouald have a valid
name. Name and address must be unique in the network. A host isdranslated
into its IP address by looking up the name in a database of fzaldeess pairs.
Every link in a network must have an address.

IP network addresses and names actually identify the lioohected nodes which
means the network interface of connected nodes. Consédguenbde with more

than one network interface could have as many addressesaanesnas network
interfaces.
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3.3.2 The Internet Protocol Address Space

The network address space is defined by the length of the netwdress and by
rules for allocating addresses within the space. IP addsessmprise a length of
32 bits (4 bytes), usually represented in dotted decimah&br This means that the
addresses are expressed with decimal digits, each byteaseghéy a dot.

Example 3.3-1:

An |IP address may look like thisa. b. c. d, where each letter repres-
ents one byte. For example, the central WWW server of the dJsity of
Hagen which provides the homepage of the university has Bhaddress
132.176. 114. 35.

IP addresses are assigned through national registriedisiabute network addres-
ses. Network addresses are distributed to organizatiorgs, @®mpanies, internet
service providers, universities, which are resonsible@orectly numbering all the
attached hosts.

The network address is an IP address in which the least signifbits are set to
zero. The number of bits of the IP address which are set to depends on the
address type. The most significant bits on the left identily metwork, the least
significant bits identify the individual hosts in the netkor

Example 3.3-2:

The network address of the university of Hagerl&2. 176. 0. 0. So, the
16 least significant bits on the right of the address are seteto. The
hosts belonging to this network may have addresses sutB2s176. 1. 1,
132.176. 1. 2, ...

Five types of IP address classes have been defined, namedACI&s C, D and
E. The formats of class A, B, and C which are theditional address classesre
displayed in Animation 3.3-1.
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Class A
Network (8 bits)

Local address (24 bits)

Class B

Network (16 bits) Local address (16 bits)

Class C

Local address

Network (24 bits) (8 bits)

Animation 3.3-1: Traditional address classes

When developing these address classes the idea was thdeanlkery large orga-
nizations would need more than 65.000 hosts as allowed by élalt was assumed
that more organizations would need smaller networks withouf5.536 hosts in
class B or up to 256 hosts in class C.

In addition to Classes A, B, and C two special address forimate been defined:
Class D and Class E. Class D addresses are used for IP mulhbalsicasting
distributes a single message to a group of computers diggdbover a network.
Multicasting is for example applied in multipoint videoderences in the Multicast
Backbone (MBone). Class E addresses are reserved for emgugdl use.

Finding out to which class the address of a network belong®eaasily realized by
looking at the first byte of the address.Table 3.3-1 showpémmissible IP address
ranges for each network class.

Tab. 3.3-1: [P network address classes

Address class Address range Number of Number of local
networks per addresses per
class class

Class A 0.0.0.0 - 126 16.777.216

127.255.255.255

Class B 128.0.0.0 - 16.384 65.536

191.255.255.255

Class C 192.0.0.0 - 2.097.152 256

223.255.255.255

Class D 224.0.0.0 - Multicast address -

230.255.255.255 | “Pa¢C

Class E 240.0.0.0 - Experimental use -

247.255.255.255
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Example 3.3-3:

The central WWW server of the University of Hagen has the Idress
132. 176. 114. 35. Looking at Table 3.3-1 we can readily find out that the
address belongs to Class B as the first byte has the numberitigRith the
range between 128 and 191.

3.3.3 Network Names

The numerical IP addresses are well suited for processinguiters and hosts, but
they are difficult to remember for humans. For the end usemituch easier to work
with names than with numbers identifying networks and hosts

Consequently, IP networks are named. The resulting systenoes is administe-
red in a distributed database called Domain Name System J2N& used by the
Internet software to resolve network and host names to findhair IP addresses.
The DNS is explained in more detail in Section 3.3.5.

A domain name is a hierarchical name which is registeredrfarganization. Each
level gives more information about the concerned domaiigically, sevemoot
domainsindicated with three characters have been defined (see Bi@)3These
domains are usually used for networks in the United States.

ROOT

COM
(commercial)

ORG
(organization)

NET
(network
provider)

EDU
(educational)

INT
(international)

GOV

(governmental)
Fig. 3.3-22 Root domains in the Internet

Another set of domains is taken from a list of a two-charactemtry code which
has been defined by the International Organization for Stahziation (ISO), the
country domains. Table 3.3-2 shows some examples of codotnains:
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Tab. 3.3-2: Exemplary list of country codes

Country Code
Denmark .dk
Germany .de
France fr
The Netherlands .nl
United Kingdom .uk
United States .us

Within each root or top-level domain, second-level domaigsassigned according
to further criteria. This may result in network domain namésch form a name

chain consisting of several links (names). At each levelpmain can be further
subdivided.

Example 3.3-4:

The domain nameb. f er nuni - hagen. de indicates the library of the uni-
versity of Hagen (in GermarlJniversitatsBibliothek), which belongs to the
domain of the University of Hageiner nuni - hagen. de.

Domain names have to be unique, but within different domautsglomain names
may be duplicated.

Example 3.3-5:

The subdomain name ’'ub’ may coexist in other domains like
ub. f er nuni - hagen. de and ub. uni - si egen. de. In both domain
names, the library of each university is identified by 'uthigis possible as the
subdomain name is used in different domains.

3.34 Host Names

Just as domain names have to be unique, each host also mast baique name
within its domain. Host names can be duplicated on diffenatévorks, under dif-
ferent network domains or subdomains.

Example 3.3-6:
The university of Hagen may identify different hosts witle thame 'www’. The
hosts

www. ub. f er nuni - hagen. de and

WwWw. i ce- bachel or. f er nuni - hagen. de
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may coexist as they belong to different subdomains. In tlee@bddresses,'ub’
identifies the subdomain of the university library whilegibachelor’ indicates
the subdomain of the bachelor of science in information asdmunication
engineering.

A fully qualified domain name includes the complete domaimeavith the host
name. So, the fully qualified domain name of any particulat imiquely identifies
the host, first in its network and second in the whole Internet

3.35 Domain Name System (DNS)

The Domain Name Systenmakes use of a structure of distributed servers which
administer the different network domains and host named imséhe Internet. The
DNS allows people to use host names instead of host IP addressit transla-
tes host names and domain names into IP addresses. Sincedireet consists of
several millions of hosts, it is impossible to keep this mfiation in a single DNS
server. Consequently, the task of administrating domaiddwasts across the entire
Internet is organized in a distributed way.

Each network of an organization must have at least two DNfes&gi(name ser-
vers). The administrator of the network has to update theofi$P addresses and
associated host names belonging to the network.

If a host needs the IP address of another host of the localonktw queries the
local DNS server. When the host needs an IP address for a ttsstl® the local
network, the local DNS server contacts a root name servperakng on the top-
level domain of the fully qualified domain name which is gedri

These root name servers correspond to the top-level dorsasisas .com, .org,
.de, .uk, etc.. Each of the root name servers keeps a list oégibktered second-
level domains. This process continues until a domain nhameisbas been found
which can directly point to the requested host.

Example 3.3-7:

A host from somewhere in Austria attempts to connect to tist dicthe univer-

sity library of hagen namedww. ub. f er nuni - hagen. de. The local name
server to which the Austrian host is connected requestsnrgtion from the

root name server for the ".de’ domain (see Fig. 3.3-3). Tlo server responds
with the IP address of a name server serving the ’.fernugehadomain which

is maintained at the University of Hagen. The austrian naenees queries that
name server of the University of Hagen and receives the llReadaf the name
server serving the domain ’.ub.fernuni-hagen.de’, whiclniaintainted at the
unversity library. Querying this server returns the IP addrof the specified
host 'www’. Now, the austrian host can communicate with it.
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Root

Fig. 3.3-3:  Following the DNS tree when seeking a specific host

3.4 The Internet Protocol (IPv4)

Thelnternet Protocol defines rules for packaging network traffic into IP datagrams
and it defines rules for transporting these datagrams attresgetwork.

Currently used and widespread protocol version of IP isieard. For version 6
(IPng) called additional IP next generation is explainedrla

IP uses various tools to ensure that messages can be tratspmtheir destina-
tion: datagrams can be fragmented or broken up into piecali smough to fit into

intermediate networks. There are mechanisms for deletatggdams if they have
not been delivered to their destination after a certain arthotitime has elapsed.
Furthermore, there are mechanisms for securing accesauémehéicating IP data-
grams.

Despite all these functions, the IP service is connectgméind unreliable. Each
datagram is sent across the internetwork independent of etleer datagram and
with neither a guarantee that it will be delivered in any jgatar order nor that it
will be delivered at all.

Protocol designers prefer to put reliability and securitgdtions at higher levels
rather than at lower levels. Putting those services at tivwark access layer, for
example, would require every single node to have the alidifyrocess them. Lea-
ving security and reliability to higher levels means thaytlean be implemented as
end-to-end services that need to be processed only by thi@ating node and the
destination node. Performance at the lower layers willdfuge not be affected.
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At the network layer, IP datagrams consist of header andakatae have already
seen in Section 1.8.4.2. The header contains detailed aedsixe information

describing routing information for the datagram such assiwrce and destina-
tion address. IP headers have a length of at least 20 bytetheAlP headers are
organized into four-byte words since nodes and routers alymprocess four bytes
simultaneously (see Animation 3.4-1).

The first word identifies the datagram: The version of the i&®tquol is indicated,

the header length, how the datagram is handled (type ofcegraind the datagram
length. The next word provides information about fragmgaia a unique ID num-

ber for the datagram, flags for fragmentation control, ardftagment offset. The
third word includes the time to live (TTL), which indicatesv long an IP data-

gram may travel around the network (see Section 3.4.1), tiggnating transport

protocol of the carried content and a checksum for the hatsgf. The fourth and

fifth words are the source and destination IP addresses,reopt@nal field can be
added when IP options are needed.

By looking at the meanings of the different IP datagram heédkls (as shown in
Animation 3.4-1), it becomes easier to understand how daag) are created and
routed through the network.

Bit : 0 4 8 16 19
Version IHL Type of service Total length
Identification Flags Fragment offset

[2]

% Time to live Protocol Header checksum

o

N Source address

Destination address

Options + padding

Animation 3.4-1: |IP Header Fields
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3.4.1 IP Datagram Fields

The following fields are integrated in an IP datagram header:

Version: This field indicates the version of the used IP protocol. Tireent version
of IP is Version 4 (IPv4), but the latest version IPv6 hasadsebeen specified and
deployed experimentally.

Header Length: This field consists of four bits and indicates the hederlerut
the concerning IP datagram. The maximum value is f51()2 thus the maximum
length of an IP header is 60 bytes.

Type of Service: This field consists of eight bits, but only four bits are atlijua
used to make Type of Service (ToS) requests of IP routers.Type of Service

option allows routers to handle IP datagrams differentty. €&xample, the ToS bits
can indicate how the datagram should be processed: to nzimidglay, to maxi-

mize throughput, etc. But as some routers ignore the ToSdigidely while others

use the field to make routing decisions or decide which trafficuld be protec-
ted against discard, the specifications in the ToS field céynlmnconsidered as a
recommendation.

Datagram Length: The value stored in this field represents the entire datagram
length, including the header. Due to the length of this fiél@i®bits, the maximum
size of an IP datagram is limited to a size dfn=65.535 Bytes.

Datagram ldentification: The originating host specifies an unique 16-bit identi-
fier for every datagram. This identification is required as ttatagrams may be
fragmented on their way through the internet. FragmentatiolP datagrams can
occur when they cross network boundaries between high spedrks and slower
networks which may have different maximum transfer unitsT(3). When the
datagrams are split, the identification field contains theesaentifier for all the
resulting datagrams. Given the value from this field theivecean reassemble the
fragmented datagrams back into the original datagram.

Flags:The first of these three bits is unused, the other two are usedrttrol the

way the datagram is fragmented. If the 'Don’t Fragment’ (DF)is set to 1, the
datagram must not be fragmented. If the datagram has to ¢prénsted, the router
throws it away and sends an error message to the sendingWibst the 'More

Fragments’ (MF) bit is set to 1, this means that the datagsmwne of several
fragments, but not the last one. If the MF bit is set to O thididates that this
datagram is the last of a number of fragments or that the datagpas not been
fragmented.

Fragment Offset: This number informs the receiver how many units the current
datagram is apart from the start of the orginal datagram.véhee indicated in the
fragment offset represents units of 8 bytes.



3 Protocols at the Network Layer

Example 3.4-1:

A datagram has a size of 1.520. It includes a header which $ias af 20 bytes.
Somewhere on the path, the maximum transmission unit (M$U)76 bytes.
Consequently, the datagram has to be divided into 3 fragsnefite fragment
offset value for the first fragment datagram will be 0 becahedragment begins
at the start of the original datagram. The fragment offs¢hefsecond fragment
will be 69 = 552 Bytes / 8 Bytes because the second fragmeris stiier the
first 552 bytes of the original datagram. The third fragmeatts after 1104
bytes in relation to the original datagram, hence the fragratset for the third
fragment is 138 = 1104 Bytes / 8 Bytes.

Fragment 1
‘ ‘ Total length = 572 bytes
‘Eg‘!f‘ Fragment offset = 0
8
3
] Source address = Host A
Destination address = Host B
8
5 Data (Byte 1-552)
2
Original datagram —
\ersion ‘ IHL ‘ Type of service Total length = 1520 bytes
Identification = ID1 ‘?F‘TF‘ Fragment offset = 0
. =0l-0 9 Fragment 2
3 Time to live ‘ Protocol Header checksum = SUM 1
3 ‘ ‘ Total length = 572 bytes
b Source address = Host A
P— \?g\!ﬂ Fragment offset = 69
Destination address = Host B A il
8
£ |
] Source address = Host A
k| Destination address = Host B
3
§ Data é
2 3 Data (Byte 553-1104)
il
Fragment 3
‘ ‘ Total length = 416 bytes
|dentification = ID1 ‘Eg‘!{‘ Fragment offset = 138
8
3
R Source address = Host A
Destination address = Host B

96 byte:

Data (Byte 1105-1500)

Animation 3.4-2: Exemplary fragmentation of an IP datagram

Time to Live (TTL): This field consists of 8 bits and indicates how long a data-
gram is allowed to exist after entering the internetworke flaximum TTL is 255.
Originally, the TTL was intended to measure the number absds a datagram was
allowed to exist in transit across an internetwork. Therhteas for each router to
calculate how long it took to process each datagram, anddberement the TTL
by that number of seconds. In practice, datagrams travergers in less than a
second, so a simple decrement has been implemented. Asgaadates forwarded,
its TTL is decremented by one. So, practically the TTL repnés the maximum
number of hops that a datagram can make before being discéadeop means
that a datagram passes a network node, e. g. a router). Bhigtien prevents that
datagrams are forwarded again and again although they themlivered to their
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destination because this destination does not exist oreachable. Such orphaned
datagrams may cause useless and undesired network traffic.

Example 3.4-2:

The TTL of an IP datagram has been set to 255. Hence, the packepass a
maximum number of 255 routers within the Internet. Each ehtldecrements
the TTL by one. If the packet reaches a router with a TTL=0ytheter discards
it.

Protocol: In this field, the protocol of the next higher layer is idewetifi The field
may indicate for example that the payload data is a TCP segonenUDP data-
gram. UDP (User Datagram Protocol) and TCP (Transport @bfirotocol) are
transport layer protocols which are explained in Secti@wafhd Section 4.4.

Header Checksum:This field contains a checksum of the IP header. By adding a
checksum it is ensured that the datagram header is not ¢ed.ugevertheless this
field does not add transmission reliability or error detatto the Internet Protocol.

Source/Destination:These fields indicate the IP addresses of the sending host and
the destination host. Presently, an IP address consisB w3

Options/Padding: Up to 40 extra IP header bytes are available to carry one og mor
options. The options that are included in a datagram areechbg the sending
applications. Examples for options are

e reverse route (the traffic flowing back from destination ®sburce must follow
the same path), and

e record route (a header field contains a list of IP addressesutdrs visited by
the datagram).

Padding is used to make the header length a multiple of 4 fyttesoptions do not
end on a 4-byte boundary.

34.1.1 IP Routing Issues

An IP node composes a datagram and creates an IP header ®ngtits own
address as the source address and the IP address of thati@stmost as the des-
tination address. When this datagram is passed down thereprotocol stack to
the network access layer, the network software must decisgeno send the data
on the local network interface.

If sender and destination hosts are in the same network,Ufhgis performed

directly by the source node. The source node encapsulagelf’tdatagram in a
network frame and directly sends it to the destination Hosthis case, IP routing
involves the delivery of IP datagrams between two hosts twéxen host and router
in the same network. This procedure is called direct routing

Direct routing takes place when the source node checks the destinatioasaddr
and determines that it is in the same IP network, the sameesuénd the same
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physical network. In this case, the host uses the AddressliR&s Protocol (ARP,

see Section 3.4.2) to send a broadcast to the local netwarknap the IP address
to a link layer address, e. g. an Ethernet address. The nedeeticapsulates the
datagram into a link layer frame and directly sends it to thiagram’s destination.

Subnetwork

destination

sending
host

Animation 3.4-1: Direct Routing

If the destination address is on a different subnet or dwtddferent IP network,
the datagram is sent to a router connected to the same |owebnke The router
maintains routing tables to be able to point IP traffic fromlrebocal host into the
appropriate direction.

When a datagram must be forwarded through one or severarsptite procedure
is referred to asdirect routing . It relies on routers forwarding datagrams between
different networks thus allowing the datagram to reach éstidation. Each node
keeps a list of nodes and routers that are locally conneotéd Wsually, on each
subnet at least one or two routers are available as defautktnoto forward data-
grams. A router is called a default router if one or severdesause it by default for
routing issues.

The sending host encapsulates the IP datagram into a liakfileame. The link layer
frame is directly transmitted to the default router. Theteoextracts the datagram
from the frame and examines the IP datagram header. It mesdse header fields,
decrements the time-to-live field and recalculates the dregttiecksum.

The router looks at the datagram’s destination addressterdme whether it is

a local address. If the destination address is on a localarkfythe router applies
ARP (see Section 3.4.2) to find out the destination’s linletagddress and then
delivers the datagram encapsulated in a link layer frame.

If the destination is not local to any network the router ismected to, the router
forwards the datagram to another router. This procedurére@s until the data-
gram reaches its destination network. Each router updhtesirne-to-live value
as well as the header checksum. Intermediate routers algdyntbe values for
the datagram identification and the fragment offsets if n@sessary to fragment a
datagram between sender and receiver.
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3.4.2 The Address Resolution Protocol (ARP/RARP)

If it is possible to match the hardware address of a computértlae IP address,
linking of an IP address to the hardware address becomésl tBut for the most

common network media, this is not feasible. For exampleMAE€ (media access)
address, as used in local networks such as Ethernet, cassiis bytes. Thus, it
cannot be mapped directly into an IP address. If you want tblpaaddresses and
insert them into the MAC address, you have the problem, thaCMddresses are
hard-coded in the network interface card. Because of thedxdems, in the Internet
another approach is supported.

When a host determines that an IP datagram is destined fode o the local
network, it uses thédddress Resolution Protocol (ARP)to get the address. The
Reverse Address Resolution Protocol (RARP) takes a siraparoach to allow
hosts to find out their own IP address on the basis of theintenel address in the
local network.

The operation of ARP is simple. A host whishes to send an |IRgdai to another
host in the local network. If the host only knows the IP addyréshas to determine
the hardware address.

The host that wishes to send the IP datagram broadcasts arréfRiest to the
local network (see Fig. 3.4-3). The request is intendedHerttost to which the IP
datagram shall be transmitted. All the systems in the nétwoocess the broadcast
request, but only the host with the specified IP address nelspd’he concerning
host recognizes its own IP address in the broadcasted tempuesesponds with its
own hardware address. The host originating the ARP reghestuses the network
address supplied by the responding host to send the datagrtuis host (inside a
frame).

Who has |
IP address do
127.136.4.11 ? !

D | —— | lD

Fig. 3.4-3: Exemplary operation of ARP

As the name implies, thReverse Adress Resolution Protcol (RARPs simply the

reverse of ARP. Itis used by diskless workstations to get #ssigned IP addresses.

RARP requires that at least one host on the network is desidres an RARP
server. The RARP source fills its own hardware network addreboth the source
and target address fields, the RARP server replies with tngined IP address of
the host.
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3.4.3 Internet Control Message Protocol (ICMP)

The Internet Protocol aims at one major task: to move data fte source to its
destination. But network layer protocols have to perfornreniasks than trans-
ferring data. Systems rely on the network layer to coordirthiferent aspects of
their operation including discovery of neighbours, collitig address assignments,
and managing group membership. Furthermore, these pistassist in reporting
errors and providing diagnostic support.

In the TCP/IP architecture, these functions are assignedetéinternet Control
Message Protocol (ICMP)

Although ICMP is a network layer protocol which is considkte be a protocol
running parallel to IP, it sends its messages inside IP datagy Usually, ICMP is
used for the following tasks:

e sending error messages about unreachable destinations,
e sending error messages about routes and gateways,
e sending echo requests and replies to indicate the stateactable hosts, and

e sending error messages about traffic that has timed out {thevdlue has rea-
ched 0).

Additionally, ICMP can provide certain information to hestuch as the current
time.

As illustrated in Animation 3.4-4 ICMP messages have a sgsplucture: The first
field after the IP header is thgpe field with a length of one byte. This field indi-
cates the function the message fulfills. The following figlte code field has a
length of one byte. It includes further information abouwg tlontent of the message,
e. g. a more specific description of an error. Thecksumis a 2-byte number. Itis
applied to the ICMP message starting from its type field.

IP Header Type Code Checksum
(at least 20 bytes) (1 byte) | (1 byte) (2 bytes)

ICMP Message Contents
(length and format varies)

Animation 3.4-4: ICMP message packed in an IP datagram

The message field contains the IP header and the first 64 biteabflata- gram
which caused the ICMP message to be sent. The message mayatam the IP
address of intermediate routers between systems or a lastadfable routers in a
network.
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Table 3.4-1 gives an overview of ICMP error messages.

Tab. 3.4-1. ICMP error messages

Message Description

Destination Unreachable A datagram cannot reach the destination host or
application.

Time Exceeded The TTL has expired at a router.

Parameter Problem A bad parameter has been discoverd in the IP
header.

Source Quench A router or destination is congested.

Redirect A host has routed a datagram to the wrong local
router.

Apart from error messages, ICMP also supports messages wtowide informa-
tion about the network, for example if a router is active,#tlibe round-trip time to
a certain host and back, or about the address mask. These n@@ggages include:

e Echorrequest and reply messages exchanged among hosts and.router

e Timestamp: request and reply messages that probe the round-trip tich&rah
out the clock setting of the target system.

e Address Mask: request and reply messages that allow systems to discaver th

address mask which should be assigned to an interface.

Additionally, ICMP messages can be applied to exchangemngunformation.
Hosts often use ICMP to request a list of available routersmihey boot up and
initialize their routing tables. By periodically broadtiag the current routing pre-
ferences, routers ensure that the hosts in their networkstitry to use a router
that is inappropriate.

The probably most common use of ICMP is the ping applicatRing (Packet

InterNet Groper) sends an ICMP echo request to a specific hlesthost responds
to the ICMP echo request by sending an ICMP echo reply. Hdme@uarpose of
ping is to find out whether the remote host is reachable or venehe network
connection for a local host is properly configured and il

Example:
To find out if the server of the University of Hagen is activelaeachable, try
to send a ping message to it by typing:

pi ng www. f er nuni - hagen. de

The answer will depend on several aspects such as your cistaom the uni-
versity or the ISP your are using. On a Windows 95 system it foagxample
look like this:

Pi ngi ng hi ckory. FernUni - Hagen. de [ 132. 176. 114. 35]
with 32 bytes of data:
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Reply from 132.176.114. 35: bytes=32 ti me=1ns TTL=254

In the first line you see the action, the address 'www.fershagen.de’ is con-
tacted. The DNS has resolved the address finding out the host thickory’
and the IP address of this server’132.176.114.35'. In theviing line, the ans-
wer of the server ’hickory’ is displayed. The server repligthin the duration
of 1ms. The time to live (TTL) of the received IP packet is thsred as well.
This reply from the server is usually repeated three times.

3.5 Summary

In this chapter, first the concept of naming and addressitiganinternet was out-
lined. The structure of IP addresses and the different etasEIP addresses were
described. In this context, the functionality of the Domblimme Service (DNS), a
service converting Internet names into addresses, wasiagpl The hierarchical
concept of the DNS was outlined using an exemplary host nas@dution. The task
of the DNS and the concept of addressing in the Internetdiires basic knowledge
which is required to understand the functionality of theetnet protocol (IP). This
very basic protocol utilized in the Internet defines the sutepackage data into IP
datagrams and to transmit these datagrams via a netwoddly-itme Internet Con-
trol Message Protocol was described which is a kind of hedpatiocol of IP. ICMP
fulfills tasks such as sending error messages and discof/apighbouring hosts.
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4.1 Goal of the Chapter

In this chapter, the operation of the tranport layer of théME protocol stack is
explained. The basic protocols at this layer, the User Datag’rotocol (UDP) and
the Transmission Control Protocol (TCP), are outlined. ¢becepts of ports and
IP sockets are described.

4.2 Introduction

At the transport layer two major and very different transjpootocols are operating:
TCP (see Section 4.3) and UDP (see Section 4.4). Each ss@mplications with

different requirements concerning performance and rditiabf data transmission.

UDP supports transactions with no added reliability or gatee of delivery, on
the other hand TCP offers a connection oriented, relialnié,quaranteed delivery
service to applications. We want to start our explanatioits the UDP protocol,

as this one is much easier to understand and includes sorneeaspscts which are
necessary to understand the TCP protocol.

4.3 User Datagram Protocol (UDP)

As already mentioned in earlier sections, the question wiork reliability is defer-
red to the higher layers. THéser Datagram Protocol (UDP)also defers this task
to the higher layers. UDP ist a simple protocol providing mmedetection, no
error correction, no connection-oriented links, no haa#tsig, and no verification
of delivery order. UDP only offers the basic datagram delive

Applications based on UDP are often more simple so that tbeyotineed to main-
tain connections. UDP applications may consist entirelyegluests and replies to
requests. UDP provides a connectionless delivery sengtgden two hosts, offe-
ring a service over a particular protocol port. UDP deliveessages and responses.
But it provides no help with regard to the delivery of datagsain correct order,
whether the datagrams have been delivered at all or deteantic retransmission of
dropped datagrams.

Without adding any features, UDP is easy to implement andireg| minimal over-
head. It is often used for low-intensity tasks performedhia background, such as
resolving host names through the Domain Name Service (D&ESSsction 3.3.5)

Each UDP datagram contains a single message which may beestexy a reply.

An UDP packet is transmitted according to packet-switchingatagram mode.
This means that it travels independent from other UDP packatoss the network.
UDP provides minimal transport layer functions and appéiesinimized header
structure as depicted in Animation 4.3-1
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Bit: 0 16 31
Q Source port Destination port
g Segment length Checksum

Animation 4.3-1: UDP header

The UDP header comprises 8 bytes, consisting of four twe-figlds. The first
field contains the source port number, the second the déstinaort number. The
value of the third field represents the length of the UDP datag The fourth field
includes the UDP checksum.

Port numbers refer to processes running on networked sgsterotocols at the
transport layer no longer refer to specific nodes or netwatdefaces. The data link
and network layers deal with this task. Transport layerguols identify source and
destination processes.

The source port of a datagram is determined by the host which generates it. In
contrast to that, thdestination port is more difficult to find out. The destination
port specifies a particular programme or process runnindnerdéstination host.
The sending host would have to query the destination hosasktbr the right port
number before it could send its datagrams.

To avoid the necessity to query a remote host for a port nurspecial port num-
bers are assigned to particular applications. Client he@stspecify the application
they want to connect to by addressing the datagram to thatybach is associated
with the application. These port numbers are calledl-known ports. All well-
known ports are assigned within the range of 1 and 1023. Rattishigher values
than 1023 up to 5000 are callephemeral portsand port values higher than 5000
are reserved for servers that are not well-known acrosstieenlet, for example if
a new client/server application is developed.(See TalBlel ).

Tab. 4.3-1: Range of the ports at the transport layer

Port type Port number
well-known port 1-1023
ephemeral ports 1024-5000
experimental ports >5000

The server software needs a specific port number, but thet dagtware does not
need to operate with the same port all the time. It is even pi@terrable that each
client session runs on a unique port. This allows a host te hastiple instances of
e. g. telnet or FTP sessions between the same two hostsi$puthbose, ephemeral
ports are used.
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The UDPlength field consists of 16 bit. It indicates the length of the entle¢a-
gram including header in bytes. Thus, the upper limit of tiiZRdatagram size is
216-65 536 bytes. The lower limit is 8 bytes.

The checksumis calculated using pseudo-headerthat uses IP addressing infor-
mation from the IP header. The source and destination IReadds and the protocol
code for UDP are added to the UDP datagram and a checksuntigatad on the
entire datagram plus pseudo-header (see Animation 418eX)ding the source and
destination IP addresses in the checksum allows the daetirfzost to verify not
only that the UDP datagram arrived uncorrupted, but alsbttteeUDP datagram
arrived at the desired destination.

IP Source Address
(4 bytes)
IP Destination Address
Pseudo-
(4 bytes) header
Unused =
(1 byte rotocol Type UDP Datagram Length
’ (17 for UDP) (2 bytes)
all zeros)
Source Port Number Destination Port Number
(2 bytes) (2 bytes)
UDP
Header
UDP Datagram Length UDP Checksum
(2 bytes) (2 bytes)

Animation 4.3-2: Creation of a pseudo-header to calculate the UDP checksum

The rest of the UDP datagram consists of data. The maximuagdah length can
be configured but is usually set to 8.192 bytes.
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4.4 Transmission Control Protocol (TCP)

The TCP protocol is crucial to the understanding of TCP/IRvoeks. Like UDP,
the Transmission Control Protocolis a transport layer protocol. But in contrast to
UDP which offers little support concerning reliability ougrantees, TCP reliably
connects hosts across a network.

In contrast to UDP which is connectionless, TCP operates@ciion oriented using
virtual circuits. Each circuit behaves as if a direct twoywannection between
the communicating hosts exists. TCP provides end-to-drabriy, requiring that
communicating hosts coordinate and agree to make connsdiaod acknowledge
receipt of network traffic. Each UDP datagram is an individnassage or reply. In
comparison to that, eadfiCP segmentis related to the segment before and after it.
The first and the last segments in a sequence require speeahent.

TCP uses several technigues to enhance connection perfoem&CP monitors

the link to make sure that segements are neither too largeoa@mall and are not
transmitted too fast or too slow for the virtual circuit betwn the two systems. UDP
interaction works only in one direction: a request goes ftberequester to the net-
work, the response comes from the responder back to thesegueCP interaction

is duplex allowing information to flow in both directions im& TCP segment. A
host responds to a TCP segment requesting information byirgg@another TCP

segment containing not only the information, but also adntformation about the

currently transmitted segment and which segment it expeptsfrom the remote

host.

A further difference between UDP and TCP is that UDP allovesbcast and multi-
cast transmissions. Broadcast means the transmissiorofternost to every reacha-
ble host, mulicast means the packet transmission from deshngst to a certain
group of hosts. TCP supports only host-to-host commumindtinicast communi-
cation) because each receipt of a segment must be acknagledg

Summarizing the above, TCP is different from UDP in threadaspects:

e Vvirtual circuits,
e reliable connections, and

e performance optimization.

4.4.1 The Virtual Circuit

The concept of virtual circuits has already been outline8ection 1.4. This type
of packet-switching mode is applied in TCP connections dk we

TCP connections behave as if there was a hard-wired coondmitween processes
on the two connected hosts. When a process initiates a TGfecton with another
process, the two processes negotiate to open the conne€tioh one must agree
to participate. But there is no guarantee that a TCP ciraiit loe initiated and
maintained.
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Somehow, a TCP virtual circuit is comparable to a telephank: lone per-
son/process initiates the telephone call. The person aittiex end has to answer
the phone. A conversation takes place if both sides agrdetodnversation. If the
person being called is unavailable, the conversation daraetarted.

Each connection is identified uniquely with a combinatioeath host’s IP address
and port number for the connection. The combination of pamiber and IP address
of the host on which the process is running is referred td @R sockefFei99].
A TCP port uniquely identifies a TCP connection. Similar to RJBervers using
TCP for their transport protocol use well-known port nungtfer offering different
network application services. The process specifies a ponber to establish the
connection. The IP layer of the networking software indisghe host address.

Example 4.4-1:

A client process connecting to a Telnet server process mgnan the host
with IP address 130.42.88.22 (see Fig. 4.4-1) specifies ¢eel port num-
ber (port 23). Hence the TCP socket of the Telnet processrrrsgide is (IP
address=130.42.88.22, port=23). The client assigns andiGP port number,
which is not a well-known port but an ephemeral port as its ®@® port, in this
example port 3358. This results in its own TCP socket: thents IP address
(128.36.1.24) and TCP port number (3358).

CLIENT SERVER
IP Address IP Address
128.36.1.24 130.42.88.22
TCP

Port Connection Port
3358 23

Fig. 4.4-1: Socket address for TCP connection

A single host can maintain more than one TCP connection ¢fir@usingle port
because the incoming TCP segments are differentiated by dtierent source
sockets (see Fig. 4.4-2). A server can maintain multiplenections made through
a single client host. The server distinguishes incoming BE§ments by the IP
addresses of the clients and by the port numbers.
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CLIENT 1 SERVER
IP Address IP Address
128.36.1.24 130.42.88.22

TCP
Port Connection
3358

CLIENT 2 Port
IP Address 23
130.6.22.15 TCP

Port Connection
9562

Fig. 4.4-2:  Multiple clients connecting to a server socket address

Example:

Client 1 has established a TCP connection to port 23 of theeséw perform a
Telnet session. When Client 2 establishes a TCP connediantelnet session
as well, it also connects to port 23. The server must be abdiestonguish the
packets which are arriving at port 23 from the different mige This differen-
tiation is possible since the clients have different IP addes and TCP ports
which are indicated in the TCP packets.

4.4.2 TCP Reliability Features

Concerning reliability, UDP only offers the checksum whishcalculated from

the pseudo-header and the UDP datagram. It helps the negeiystems to verify
that the datagram arrived at the right address without ption. The usage of the
checksum in a UDP implementationis optional. TCP offersagcied reliability fea-

tures. In TCP implementations, the inclusion of a checksuntife entire TCP seg-
ment and the TCP header is obligatory. TCP calculates thekshen for a pseudo-
header that has the same format as the UDP pseudo-headé@n{sesion 4.3-2).

Apart from the checksum, TCP implements additional relighiieatures. A three-
step handshaking routine is required to initiate a TCP [iftkis routine will be
described in detail in Section 4.4.4. Furthermore, evegyrant sent by each host
must be acknowledged as soon as it is received. This mearthéh@ceiver has to
inform the sender, that it correctly received the TCP padket¢ry segment includes
information about the next segment to be sent. Revocery amestms at both ends
deal with lost segments, duplicated segments, and segméanth arrive out of
order. These features are necessary to realize a reliablspiort, but they also add
overhead which is necessary to implement TCP.
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4.4.3 TCP Header Structure

Bit: O 4 10 16 31
Source port Destination port

© Sequence number
S
“03 Acknowledgement number
AN

Header- UAPRISF .

RIC|S|S|Y]I
length Unused NHEIMN Window
Checksum Urgent pointer

Options + Padding

Animation 4.4-3: TCP Header

The standard TCP header comprises 20 bytes, but it can berldngptions are
used (see Animation 4.4-3). The first and the second fieldeoT ®P header are the
source and destination port number each of them with a length of 2 bytes. The
initiating host assigns itself an ephemeral port numbeickvis usually a randomly
chosen value greater than 1023 (see Table 4.3-1). The distiport number is the
well-known port associated with the service requested fitoeremote host.

Each byte of a TCP stream is numbered, starting with an arpitrumber selected
by the sending host. TCP connections are duplex which meahdata is transmit-
ted in both directions at the same time. Each host selectebénaay starting point
for numbering the bytes of its own data stream. Shquence numbein the TCP
header indicates the number the sending host has assigntieel fiost byte in the
current segment. The numbering starts at an arbitrary nubdiereen 0 and®-1
and restarts at zero when the highest value has been reached.

The acknowledgement numbercontains the value of the sequence number which
is expected next from the other side. If the acknowledgemeas not arrive within
a timeout interval, the data is retransmitted.
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Example 4.4-2:

The last TCP byte reaching the receiver had the sequenceamn8al{see Ani-
mation 4.4-4). Thus, the receiver’s acknowledgement numiiebe 31. This
value identifies the number of the next byte which is to be bgtihe other side.
After receiving this acknowledement the sender transrhigisniext bytes num-
bered for example 31 to 60. Assuming that the sender doegoeive the next
acknowledgement with the number 61 within a certain timerwal it retrans-
mits the bytes 31-60.

Send Receive

123...30

v

123...30

P ACK

~ Received bytes 1-30

313233...60 | ———————- » Lost!

Timeout!

31 32 33... 60 Retransmit > | 313233...60

_ ACK

"~ Received bytes 31-60

Animation 4.4-4: TCP acknowledgement, timeout and retransmission

The usage of sequence number and acknowledgement numbdevekplained
further in the next section dealing with the three-way haaéte protocol.

The fieldheader lengthindicates the length of the TCP header. The length of the
TCP header may be extended when using TCP options. The mandr@ader length
is 60 bytes. The header length is a multiple by 4 bytes.

The TCP flag bits are employed to negotiate and manage coomct

e URG: If set to 1, urgent data is included in the segment and thentig@nter
in the TCP header is used to point at the urgent data.

e ACK: Indicates that the acknowledgement number in the segmexttehes
valid. If this flag is set to 0, the acknowledgement field mustidgnored. The
flag is O as long as no segment from the other side of the caondtas been
received. In this case there is nothing to acknowledge. @ncennection is
established, it should always be set to 1.
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e PSH: The data should be delivered to the application as soon aiyes
e RST: This flag bit indicates an error, the connection must be reset

e SYN: During setup of a TCP connection, this bit is set to indichtd the syn-
chronization of sequence and acknowledgment numbers pdkes.

e FIN: The sender has no more data to send.

Thewindow sizeis a dynamic value that varies depending on how much data the
process at either end of the circuit is willing to accept attame. The window size

is specified as number of bytes that the receiving host asaeitiin its window.

The window size may depend on e. g. the processing speed tamniporal storage
capacities of the receiving host. The process at either androdify its window
size at any time during the use of the TCP circuit. Large wimslincrease the
efficiency of the link. Smaller windows mean that the rea&iMhost cannot process
the incoming data quickly enough to keep up with the curracep

The TCPchecksumhas already been mentionned. It is calculated for the whole
segment and the TCP pseudoheader.

Theurgent pointer is only employed if the URG flag bit is set. It is used to indeat
the sequence number of the last byte which is part of the tdgea.

Example 4.4-3:

Urgent data can be the interrupt key during a Telnet seskiisrused to interrupt
other processes running on the respective server. Theuptdey should even
be accepted if the server is waiting for the end of a process.

The most commoi CP option is to specify a maximum segment size. Hosts can
avoid fragmentation of TCP segments by letting the host erother end know the
largest segment size it is willing to accept.

TCP has certain limitations when fast networks are used.wihdow size has to
be specified in two bytes, thus allowing a maximum size of 64éd Where capa-
city is high and latency low, a small window size is optimalcg messages can
make the round trip time relatively quickly. If a physicamismission link with the
same capacity but higher latency is used (e. g. a satehit¢ & larger window size
performs better to avoid long delays between transmissiMagting for an ack-
nowledgement always causes an additional delay in datsrtrigsion. TCP options
like sliding windows and time stamping make it possible tpart new faster net-
works by allowing larger window sizes. Furthermore, in hggeed networks the
sequence number space can be exhausted very quickly. Tameistg helps to eli-
minate ambiguity caused by wrapped sequence numbers.

Padding ensures that the TCP segment length is a multiple of 32 bits.
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4.4.4 Three-Way Handshake

To set up a TCP connection between two hoststhlee-way handshakehas to be
performed. The name of the procedure stems from the factitfest messages SYN
(for synchronization), SYN, and ACK (acknowledgement) éendw be exchanged
to start the connection. The three-way handshake relieheract that in TCP
connections all the segments have to be acknowledged taderaveliable link.

Host A

Send a TCP open
request, with SYN bit
set, and a sequence
number of 167.

Receive the
acknowledgement
frame, send back an
acknowledgment
number of 499.

Network Traffic

\

Animation 4.4-5: Steps of the three-way handshake

Host B

Receive the open
request, send back a
frame with SYN bit set,
a sequence number

of 498, and an
acknowledgement
number of 168.

Receive the
acknowledgement
frame. The
handshake is
complete.

The opening of a TCP connection consists of the followingste

1. Host A sends a segment to host B. This segment request8hostpen a
TCP connection with host A and informs host B about the opgréquence
number which has been randomly chosen by host A. In Animatidrb the
sequence number 167 has been chosen by host A. The SYN fldgndisa-
ting that the circuit is being synchronized.

2. Host B sends an acknowledgement of the initial segmenbsd A . The

ACK flag is set 'on’. The opening sequence number is increetebly one
(in Animation 4.4-5 it is incremented from 167 to 168) andtten into the
acknowledgement field. Host B choses its random sequencéearum our
example 498. The SYN flag is set as the synchronization hdseaot finished
yet. When host A receives the acknowledgement, the corumeitom host A
to host B is established, but the link from B to A has to be \atkdl.
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3. Host A responds to host B’s acknowledgment with an ackedgément. The
sequence number of B is incremented by one and put into theoad&ge-
ment field. In Animation 4.4-5 it is incremented from 498 t®4%he ACK
flag is set 'on’ as A now knows the correct sequence numberhi®@mext
segment from B. The SYN flag is set 'off’ because the synclanation is
complete as A responds with this message. The respondirgpgesgets an
incremented sequence number from host A, which is 168 inxamele.

When the handshake is completed, both sides can start getatia. The two pro-
cesses continually acknowledge the receipt of data.

4.45 Transmission Windows

Once the connection has been established, each side stiatsathsmission. While
most of the application data may be transferred in one decT CP will also
transmit data into the other direction to acknowledge tloeig of each segment
that has been received. In response, the process sendiagheation data will
also acknowledge the receipt of the acknowledgements atttier side.

But instead of waiting for acknowledgement of the receipéewaéry TCP segment
before sending the next segment, TCP implementations defieetain number of
bytes, theéransmission window, the process will send before it expects an acknow-
ledgement from the other host.

The size of the window is determined on the basis of the maximumber of bytes
the host at the other side will accept and on the basis of e ititakes to transmit
data from the first host to the second and back agairrotined trip time (RTT) .

Example 4.4-4:

The sender transmits 30 bytes before it expects an ackngereeint. During the

time the sender waits for the acknowledgement, it does mat @Ry further data.

If the sender does not receive an acknowledgement aftetaircetapsed time,

it retransmits the 30 bytes. After receiving the acknowtsdgnt number 31

from the receiver side it continues with the next 30 bytescitiave sequence
numbers starting from 31 to 60.

4.4.6 TCP Performance Features

The TCP protocol comprises four important performanceufestwhich have been
added to the original version of the transmission controtgarol[Los99]:

e slow start,
e congestion avoidance,

e fast retransmit, and
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e fastrecovery.

The slow start addresses the problem of regulating the speed of tranemiss$i
segments by observing how fast the other side acknowletigeggments that have
already been sent. If the acknowlegdements arrive verytfastransmission win-
dow can be increased. If the acknowledgements come in sldwdytransmission
window may be decreased.

The congestion avoidancas usually implemented in conjunction with the slow
start. It provides a mechanism to deal with lost packets géstion avoidance slows
down data transmission speed when the sender receivedibatian that packets
have been lost.

Duplicate acknowledgements may be caused by lost segmebyssegments that
have been delivered out of order. If a segment is lost, thee F&SP implementa-
tions have to wait for a timer to expire before retransmiftihe missing segment.
In case offast retransmit, the waiting time can be avoided. If three or more dupli-
cate acknowledgements are received in a row, the TCP proeesassume that a
segment is missing and decide to retransmit it.

Receiving duplicate acknowlegements means that some\altwarg the route there
may be a congestion. When the fast retransmit algorithmtiseadhdast reco-
very algorithm dictates that the TCP implementation starts thegestion avoi-
dance algorithm.

4.5 Summary

In this chapter, the the transport layer protocols whicheanployed in the Inter-
net were explained. The basic tranport protocols in therteteare the User Data-
gram Protocol (UDP) and the Transmission Control ProtoEGIH). UDP provides
connectionless delivery service between two hosts witdelivery guarantees. In
contrast UDP, TCP operates connection-oriented and pgevrdnsmission reliab-
lity. This feature is realized e. g. by using a checksum infiG® header, performing
the three way handshake which leads to the acknowledgerhalhtioe data which

has been sent during a TCP connection, and by initiatingmsmission of lost
packets.
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5.1 Goal of the Chapter

During the development of the Internet its dominant appilbicawas the remote
access to computing resources. Via a terminal session érevas able to connect
to remote hosts as if the terminal was connected directlyagdbst.

As e-mail and later on the World Wide Web were developed,ettegsplications
became of growing importance. Remote terminal sessions loav their position
as the dominant Internet application.

A couple of years ago, the only type of Internet access waslile# account. A
user dialed into a Unix host, started the terminal emulasioitware, and used the
Unix hosts Internet access for e-mail, file transfer, anchteal sessions with other
Internet hosts.

Terminal sessions have remained a useful tool for conmigldifferent network
devices, as well as accessing mainframe and multiusemsgste

This chapter outlines the most important terminal emutapootocols for remote
computing, the telnet protocol and the remote utilities.

52 Telnet

In the 1970ies most computing was performed through reneoteinal sessions. A
user accessed the mainframe via a terminal connected tgeadaultiuser system.
The terminals were usually connected to the terminal sevshown in Fig. 5.2-1.
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Terminal Terminal Terminal Terminal

—

Terminal

L u u .
 mmm mmm |\ginframe

Fig.5.2-1:  Access to the mainframe via directly wired terminals

Each vendor sold ist own terminals. So if you wanted to conteee. g. an IBM
mainframe you also needed an IBM terminal. As long as conggaomly had one
mainframe computer and the adequate terminals of one vetmi®structure wor-
ked allright. But as an increasing humber of companies eeériheir resources
to several mainframes which were bought from different weadproblems arouse.
Since the terminals of one vendor were not compatible to thieframes of another
vendor, the first alternative was to install several terisin@ane for each mainframe.
As the development also led to connecting mainframes toar&sranother solution
had to be found.

Telnet, the Telecommunications Network Protocol, was developewlve the pro-
blem of interoperating between different computer platferWith telnet a user can
log in remotely to any other type of system across an interoit Telnet terminal
emulation was the first TCP/IP application.

The problem of standardizing on a single terminal was redlasemost of the com-
puter vendors decided to handle input according to the DE&éfies terminals.
The most important exception was IBM who kept building meanies that requi-
red different remote terminal emulations to handle its geterminal. Commonly

known are the 3270 and the 5250 terminal emulations. Botsw@gported in com-
mon telnet software implementations. So, telnet provideslation of various types
of terminals, which can be used to access e. g. Unix compuai¥VMS systems

or IBM mainframes

521 The Network Virtual Terminal

Interoperable terminals are not a problem when all terrsinaé the same keyboard
and mouse and when all computers use the same encoding fomdata..
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But due to the different vendors of computers and terminadset exist several
variations of keyboards and mouses. There are severatigasaf the DOS/ Win-
dows/ Intel personal computer keyboards. Apple Macintashputers, DEC VT-
terminals, and IBM 3270 terminals have several other unkagys.

The mouse of different operating systems is also implengeintsome variations.
While Macintosh uses a single button mouse, Unix often usegtbutton mouses,
and a Windows PC may have a two or a three button mouse.

Another obstacle in the interoperation of terminals is dateoding. Most systems
use ASCII, the American Standard Code for Information kettange, but often it
is applied in different variations. Apart from the ASCIl Ggdhe major exception
in data encoding is supported by IBM who u&BCDIC (Extended Binary Coded
Decimal Interchange Code) and slightly different variati@f EBCDIC for enco-

ding mainframe data.

To deal with these difficulties telnet uses tNetwork Virtual Terminal (NVT) .

It has been invented to allow different systems to interaggethrough telnet. The
NVT allows telnet clients to convert input from users intocanfi usable for the
remote host. By using NVT, the server can modify output datdhst it can be
displayed from the remote client. Consequently, each tehtype and each host
type requires one converter.

The converter interprets the key presses and mouse mowea standard format.
Pressing the Enter key on a PC or the Return key on a Macineéssifits in the same
value on the NVT. Each host uses a converter that accepts NMIE and interprets
it so that it is usable by the specific type of system.

So, both systems, client and server use the virtual terneimallation (see Fig. 5.2-
2). The real terminal interacts with the local telnet clipridgram. The telnet client
program has to accept the keystrokes from the user’s kegtbwderpret them and
display the output on the user’s screen in a manner that sistent with the emu-
lation in use. The telnet client opens a TCP connection tdehmet server that is
accessed at the well-known port 23. The telnet server ictierath the applications
and assists in emulating a native terminal.
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Application
— Tel ¢
R g
e g Mb pzosrt erver
TCP Cor;l;lcélc::tion TCP

Fig.5.2-2:  Telnet client and server

The NVT protocol was modeled to operate in half-duplex andexat-a-time mode.
NVT data is encoded using 7 bit ASCII code which is padded tasBvia an initial
0 bit. Each line ends with the combination of an ASCII Careid&geturn <CR> and
Linefeed <LF>.

After sending a line, the client waits to receive a respomemfthe server. The
server sends its data followed by a Go Ahead command, indgcttiat the client
now can send another line.

5.2.2 Common Terminal Types

Usually, client and server stay in NVT mode for a short tinust jjong enough to
negotiate the type of terminal to be emulated, such as ASTIL®0 or IBM 3270.

5221 ASCII Terminals

ASCII terminals are used to connect to Unix and DEC computers. These tersninal

use remote echoing of each character. This means, that eaddcter is sent to the

remote host and returned back to the client before it is digal on the users screen.
Futher it operates in full duplex mode. Characters flow imlatitections at the same

time. The client does not have to wait for a Go Ahead commamidoeed.

ASCII terminals support interactive full screen applioas but at the cost of a high
amount of network overhead. The implemented ASCII charaseis larger than
that of NVT.

A lot of different ASCII terminals have been implementedeoiffig slightly different
features, e. g. VT52, VT100, VT220, .... The VT100 termisadommonly used for
remote login to Unix computers.
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5222 IBM 3270 and 5250 Terminals

3270 terminals operate in Block Mode. A user works with a screen of data at a
time. When the user presses the Enter key, the informatidhescreen is sent to
the server. The keyboard is locked while the host processeddta. Afterwards
the host sends back one or more screens of data and unlocksytheard. 3270
terminals use EBCDIC 8-bit data encoding and operate indgitex mode.

5250 terminals are used to access AS/400 computers. Theysiraitiar characte-
ristics as the 3270 terminals.

5.2.3 Using Telnet

In a telnet session, the user initiates a connection to ateehmst. The client and
server negotiate a connection. The user enters his userdpassoword. If these
steps are completed successfully, the terminal sessids.gkaom now on, the tel-
net session looks like any terminal session with a remoté Waghe end of the
session, usually the user has to exit the telnet client migniepending on the
configuration and implementation the client may also clageraatically.

Most of the user interaction with telnet takes place duritagtsng and stopping it.
When used from a command line, like DOS or Unix, the sessiarisstvith the
command:

tel net [hostnane|| P address] [port]

The use of the destination host name or address is optidiyalildo not use a host
name or address, telnet is simply started and you get a @oetpt. If you want to

connect to a specific host you can alternatively indicateldstination by using the
host name or its IP address. If you use the host name, the samsalved into an
IP address, e. g. by DNS. In contrast, the IP address is usectlgli

Telnet connections are established by default to the wedlaka port for telnet (23).
But telnet can also be forced to connect to a non-well-knoam lpy indicating the
desired port in the command line.

Often, IBM 3270 or 5250 emulation is implemented separafiyaccess the IBM
hosts you have to type

t n3270 [ host nane]

t n5250 [ host nane]

The start of a telnet session from a command line is showngng=2-3.
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kronenbourg: fhomessommer >telnet amstel
Trying 132.176.12.12...

Connected to amstel.

Escape character s "a]°.

Suno&s 5.7

login: sormer
Password:
Last Togin: Tue Aug 22 10:44:00 from Krombacher. fernu

Sun Microsystems Inc. Sunds 5.7 Ceneric October 1998

amstel: ,-“hnme,-“Sl:urrmer::IL

Fig.5.2-3:  Atelnet session started from the command line

Using telnet on a GUI (Graphical User Interface) systemighsly different. GUI

telnet clients offer more options than in text-only implertsions, eg. there are

options for display, colors, fonts used, keyboard mappisgging all or a part of a
session in log file, or storing the information needed to ss@efrequently visited

host. In Fig. 5.2-4 a GUI telnet session is shown.

41 - amstel {amstel)
File Edit Transfer Fonts Options Macro  Wiew ‘Window Help

A4S E R |sFF | SE2hKE[FL R FM|Tar| M

SunbS 5.7

login: sommer

Password:

Last login: Tue Aug 22 1#8:5%9:38@ from kronenbourg

Sun Microsystems Inc. SunbS 5.7 Generic October 1998
amstel: home/somnmer>l

| 1 |sess1 1321780212 | [ ||

EER

Fig.5.2-4:  Atelnet session with a graphical user interface
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52.4 Telnet Features

If you start telnet without indicating a remote host to whycu want to log in, you
will get a telnet prompt. Commands you can now enter aredistdable 5.2-1.

Tab. 5.2-1: Telnet commands available on a usual Unix or Linux implementation

Command Explanation

close Close current connection

logout Forcibly logout remote user and close the connection
display display operating parameters

mode try to enter line or character mode ('mode ?’ for more)
open connect to a site

quit exit telnet

send transmit special characters ('send ?’ for more)

set set operating parameters ('set ?’ for more)

unset unset operating parameters (‘'unset ?’ for more)
status print status information

toggle toggle operating parameters ('toggle ?’ for more)

slc change state of special character (’slc ?’ for more)
auth turn on (off) authentication ("auth ?’ for more)

z suspend telnet

environ change environment variables ("environ ?’ for more)
? print help information

! invoke a subshell

The ! command invokes a subshell which means a new operatstgns command
line. This is useful for running another program on the Idaadt while the terminal
session is still open.

The commands mode, send, set, unset, toggle, and envirail aied to modify
certain parameters to customize the telnet connection.

But most of the command options are not relevant for everysayof telnet. Nor-
mally these would only be modified for problematic connextio

5.2.5 The Telnet protocol

Telnet works according to the client server model as alreagyained in Sec-
tion 1.5. A daemon program at the server listens continotgstyhe network for
requests to open a telnet connection (see Fig. 5.2-5)

The telnet client, when receiving the user input from thel@omputers maps it
onto the NVT. The data is passed to the server via the estedliglnet connection.
The server maps the input from the NVT onto its own terminal orwards the
output to the server program which processes the data. Fldting output form
the server program in turn is mapped into the NVT and passtxtbe telnet client.
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Computer running Telnet server
PC running Telnet client

E

= S ,
_ Server
Telnet client - receives NVT data over the
- accepts data from the user internetwork
- writes the data to the NVT -converts it into input appropriate
- sends it to the remote host for the host system

Fig. 5.2-5: Telnet server listening for a request to open a telneteessi

Telnet applies TCP as a transport protocol as it requirediable virtual circuit
between the two host interacting with each other. The chemnst be able to send
data reliably to the server and the server has to resporabhgli

A telnet session is opened by indicating the IP address ondahee of the remote
host. If the host name is used, the client has to resolve time i@ know the corre-

sponding IP address. Therefore the DNS is used which headglteeen explained
in Section 3.3.5. After that the client system initiates aPT€nnection with the

remote host. Building up a TCP connection among two hostdblas outlined in

Section 4.4. The client tries to establish the virtual dirby sending to the well-

known port number 23 of the remote host. The client assig®dfia randomly

chosen ephemeral port number. The remote host supportimgf sessions runs a
telnet daemon which accepts the request to connect over @R

Each host, client or server can maintain several telnet ections at the same

time. The number of TCP connections is only restricted byatheunt of resources

available. Also, a client can establish more than one teless$ion to the same ser-
ver. The data of the different telnet session can be difteatad by the ephemeral

port numbers which are assigned to the sessions. This nteatrtbé¢ telnet sessions
all have the same destination IP address, destination lRapdrlP source address,
but the source ports are different. (see also Section 4l Fiy. 4.4-2).

53 Remote Utilities

Telnet provides robust, reliable, and secure remote logioss an internetwork. For
smaller TCP/IP networks, especially for Unix systems, #ify of remote utilities
or r-utilities has been developed. The r-utilities are simpler than gei&R/IP
applications which they resemble, because they were dsdignoperate between
Unix systems. They reduce the overhead wich is requireddotree connections
between dissimilar systems.

The r-utilities solve the security issue by allowing remateess based on the source
system in use. This means that remote users are alloweddesaatost if the user
ID is listed in a special file. On Unix systems this is the .ted#e that includes the
originating host name coupled with a user ID. This may beaefit for closed work
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groups on Unix hosts. But many experts consider this metbduktsensitive for
security breaches ifimplemented on systems with less-luslecurity like personal
computers.

The r-utilities offer the advantage that they are simplariplement. But in general
they lack some of the features and options that are provigladdre widely used
TCP/IP applications. For example the r-login offers a basioote login service
including a simple terminal emulation. In contrast to thatnet supports various
different terminal emulations as well as other options.|@&b3-1 list a number of
remote utilities.

Tab. 5.3-1: A list of common remote utilities

Program Name Utility Purpose Alternate
Application
rcp Remote copy Copy a file from a FTP

remote host

rexec Remote execute Executes a telnet
command on a
remote host

rlogin Remote login Remote terminal telnet
session
rsh Remote shell Execute telnet

commands on a
remote host using
shell scripts

rwho Remote who Display current Finger
users of remote
host

5.3.1 Remote login connections

Just as telnet, r-login also uses the TCP transport protodaitiate a connection

among client and server. Once the connection has beeniskthlthe client sends
user information to the server including the user ID on thentlsystem and on the
remote system. Usually the server also aks for a passwottte Berver receives a
valid password, the session is continued, if not it is teated.

A feature which makes r-login very convenient to the usenésgossiblity to create
a special file on a system that provides r-login service, iti@dtides the user ID of
authorized users and the names of the hosts from which theyecbto the remote
host.

If a user who is listed in the .rhosts file connects from hisrfbegular system he/she
is not prompted for a password. This feature includes a fsgnit threat of the
security of r-utilities.
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532 Features of remote utilities

The major advantage of remote utilities, is that they arepfno implement. But
they support only few options and do not offer the level oéroperability of gene-
rally usable TCP/IP applications. So, nowadays the remidtees are becoming of
less importance.

5.4 Summary

Via Telnet a user can establish a terminal session to a rehosteand access the
computer resources as if he/she were connected directhetodst.

In the 1970ies, most computing was performed using termiaatl mainframes.
The terminals of different vendors were not compatible ortrainframes of diffe-
rent vendors. This lead to the development of Telnet allgwire interoperation of
different computer platforms.

The terminals of different vendors use different keyboanasuses, and data enco-
ding formats. This problem was solved in the Telnet protdmointroducing the
Network Virtual Terminal (NVT).

The Remote utilities have been developed for Unix systernsy Bre much simp-
ler than TCP/IP applications which they resemble but they support only few
options.
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6.1 Goal of the Chapter

The goal of this chapter is to understand what the InternédyR€hat (IRC) is,
what it is useful for and how it works. Special emphasis isguthe client-server-
interaction while user commands, expansions and chaistaterof IRC networks
will be considered as well.

The IRC network (Internet Relay Chat) is a virtual meetirggap for users from all
over the world to meet and chat in real-time. There are sevet@pendent networks
of IRC Servers that enable users to log on to IRC.

6.2 Introduction

There has always been a need for people from various locatiomeet and talk
to each other. If there is a meeting somewhere and you areegtéel in what is
about to be discussed, you go there and join the meeting. Werare no longer
interested or your time is up, you just leave the meeting.

What you will need for a "real" meeting is information about

e Wwhatis being discussed

e where and when the meeting is scheduled

e how to get there

e who will host it and who is in charge

e Who participates

e maybe a means to talk to people privately

The IRC (Internet Relay Chat) is a virtual meeting point. There are several
"rooms" where people with various interests can chat in a&aded point-to-
multipoint- or one-to-many-communication. You can alsentt an own room and
invite others to join you or leave a room at any time. Furthemenyou can talk to

people you meet privately at any time and exchange docuroenksat in a "secure”
one-to-one communication.

The most significant advantages of a virtual meeting contptre "real” meeting
are

e no need to physically "go" anywhere, i.e. meet people fronoadr the world
independent from where you are

e listen to several meetings at one time

IRC was originally developed in 1989 f@BS (Bulletin Board System)users
to chat with each other easily. It was called "Internet Rél@hat because chat
messages might be transmitted over several servers (‘s&lagns”) before they are
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actually delivered to the receiver in "real-time" like waHong-distance telephone
call that gets switched over several relay stations befosaches the peer.

6.3 The Internet Relay Chat - System

As mentioned before, an IRC-server can be seen as a relagntratges informa-
tions for other users and from other servers of the same met@me of the most
noticeable characteristics of the IRC protocol is that libvas users to gather in
forums, called channels, providing a means for multiplesisecommunicate with
each other. An IRC Client-software is used in order to coht®a server of the
IRC network and give the necessary commands to the servéraautle replies and
other messages. A chat session can either be private (nesssathanged between
two users no matter what channel one is on - "one-to-one" blig(.e. everyone
on the same "channel" will see what is being written - "oneatny").

[__H
A

User 1 - =
Isp Z \

Animation 6.3-1: One-to-one Communication

.
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User | 3
. on Hlinux_ger
on filinux.ger \
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-

';ener 1

\if

{ o
: [m
bl i1

= server 3 on funix

T

User 4
on fflinux.ger

Animation 6.3-2: One-to-many Comunication

IRC can therefore be called a teleconferencing systemgheli suitable to run on
several machines in a distributed manner.
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6.4 The Internet Relay Chat - Protocol

The IRC protocol serves text-based conferencing. It wasimoously developed
since it was first documented formally as part of the RFC 14£89J1459] in May
1993. The IRC protocol was developed on TCP/IP-based sgsteawever, this
does not mean that this needs to remain the only field in whiR€hdan be used.

A typical setup involves a single process (the server) fogra central point for
clients (or other servers) to connect to, performing theuiregd message deli-
very/multiplexing and other functions. This distributedael, which requires each
server to have a copy of the global state information, itk most flagrant pro-
blem of the protocol as it imposes a limit to the maximum sinetvork can reach.

The IRC protocol provides several methods of transferratg 8detween clients and,
just like with other transfer mechanisms like E-Mail, theewer of the data has to
be careful about how to handle it. Note thaty kind of data can be exchanged
on the basis of the IRC Protocol. To learn more about secisstyes with the IRC
protocol, see [IRC].

6.5 Chatting on the IRC Network

6.5.1 The IRC Server

ThelRC Server forms the backbone of IRC, providing a point which clientsyma
connect to in order to communicate with each other, as wed#l psint for other
servers to connect to, altogether forming an IRC networle dhly network confi-
guration allowed for IRC servers is that of a spanning treg. @5-1), where each
server acts as a central node for the rest of the net.

[__H] |__H] | __HI
A A VA
Server 15 Server 13 Server 14
CH—————  [F )
VAR VAR VAR
Server 11 Server 1 Server 12

\
/
\

= =
Server 2 \ Server 3 \
= [ H [ H
jAR— a— a—
/Server 4 \ Server 5 Seryer 6
|__H] _H| [__H] [ H]
A VAR AR VAR
Server7  Server8 Server9 \ Server 10
||
A

Fig. 6.5-1: Format of IRC server network
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Inter-IRC-Server communication is provided via the TCHsBtocol over which
the text messages are carried and passed from one serverdthtr in a reliable
manner. Messages adressed to a channel must be passed erytsegver that has
users in that channel while private chat messages betweedistinct users only
need to be exchanged between the two servers that thesaresemnnected to. The
servers behave just like relay stations for telephone edllsh lead to the wording
Internet Relay Chat. A channel is a named group of one or mmets which will
all receive the messages that are addressed to that channel.

A server application for IRC is on the one hand dedicatedlayneg datagrams to
peering servers and on the other hand to provide the IRC @&etwiits clients. An
IRC Client Application connects to the IRC Server and oftamgnterface for user
interactivity.

To allow a reasonable amount of order to be kept within the tie@vork, a special

class of clients ("Server Operators") is allowed to perfayemeral maintenance
functions on the network. Server Operators are able to parbasic network tasks
such as disconnecting and reconnecting servers as negdéa grevent prolonged
use of a bad network routing.

A controversially discussed feature of operators, howesdne ability to remove a
user from the IRC network by 'force’, i.e. operators are dblelose the connection
between any client and server and prevent reconnectionatahb user is then
"banned" from the server.

6.5.2 The IRC Client

An IRC client is any machine connecting to an IRC Server that is not and®@r
Server. Each IRC client is distinguished from other clidntsa unique nickname
having a maximum length of nine (9) characters. Howevergthee certain gram-
mar rules for what characters may and may not be used in aamoinlike with
filenames. In addition to the nickname, all servers must llagdollowing infor-
mation about all clients: the Internet name of the host thatdient is running on
or its IP Adress, the full name of the client on that host ards#rver to which the
client is connected.

As described above, the user needs to provide informatioutathat server he wis-
hes to connect to. By choosing a server, the user also salet®C Network since
every server is a member of a distinct IRC Network. In thisnegke, an IRCNet
Server is chosen. The user can choose any nickname he likedento hide his
"real" identity or type in authentic information.

Below is an example of how a typical IRC-Setup looks like iigsnIRC for Win32
in this case): see Fig. 6.5-2
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IRCnet: ELI, DE. Betin

Fig. 6.5-2: Atypical IRC Setup

Note that a user should always choose a server that is cldsettm prevent unne-
cessary network lags. IRCNet Servers, for instance, amddcall over the world
and can be connected to, but users sitting in Germany shtwdy s choose a ger-
man IRC server.

After a successful connect, the user is in the so-calledCl@dnnel. This is not a
real channel and only channel-independent commands wik tvere.

The client controls its interaction with the server usingteased commands. Com-
mands are marked with a starting /. The basic commands wik wo almost any
client while some clients provide additional commands araphical user interfa-
ces for convenience.

Example 6.5-1:

Here are some examples. Assumed, your nickname was "Mictiaglyou are
interested in chatting with german-speaking people comzkwith the Linux
Operating System. This is what your status window will tellyupon successful
connection establishment to the german IRCnet server:

Explanation You are connected to the IRCNet using the server with thes et
Name fu-berlin.de. This IRC network consists of 58 servath @ current total
of 50191 users. 1125 of these are directly connected tofiinluge at this time.
If any of the fu-berlin users wishes to contact any of the p88491 users, fu-
berlin serves as a relay station to other IRC servers. Indke of a direct chat
between two fu-berlin-users, this server serves as a réddiprs for these two
users only.

[13:31] *** Connecting to irc.fu-berlin.de (6665)
Wel cone to the Internet Relay Network Mstepping!~M chael . S@ er nuni - hagen. de
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Your host is fu-berlin.de, running version 2.10.3pl
This server was created Sat Jul 29 2000 at 16:38: 01 MEST
fu-berlin.de 2.10.3pl aoQ rw abei | kl moQpqgr st v

There are 50191 users and 7 services on 58 servers
149 operators online

6 unknown connecti ons

24995 channel s for ned

I have 1125 users, 1 services and 1 servers

Message of the Day, fu-berlin.de
Local host: npeg4. fernuni-hagen.de (132.176. 255. 200)

End of MOTD conmmand.

6.5.3 Channels

A channelis created implicitly when the first client joins ("opend'and the chan-
nel ceases to exist when the last client leaves ("closesAliile a channel exists,
any client can reference the channel using the name of theeha

Channels names are strings (beginning with a'&’ or '#' cluaea) with a length of
up to 200 characters. Apart from the the requirement thafitbstecharacter has to
be either a ‘&’ or a '#’; the only restriction on a channel nameghat it may not
contain any spaces ('), a control G (*G or ASCII 7), or a com(iviavhich is used
as a list item separator by the protocol).

There are two types of channels allowed by the protocol. ®@@edistributed chan-
nel which is known to all the servers that are connected toéteork. These chan-
nels are marked by the first character being a '#. The othae tg a channel that
only clients on the server where it exists may join. Thesedisgnguished by a
leading '&’ character and can be called "local" channelst@mof these two types,
there are various channel modes available to alter the cfesistics of individual
channels. See the description of the MODE command for mdgealslen this.

To create a new channel or become part of an existing chaaneler is required
to JOIN the channel. If the channel doesn’t exist prior taijog, the channel is
created and the creating user becomes a channel operdioe. ¢hannel already
exists, whether or not your request to JOIN that channelm®bred depends on the
current modes of the channel. For example, if the channaVigetonly, (+i), then
you may only join if your are invited. As part of the protocalyser may be a part of
several channels at once, but a limit of ten (10) channelscdsmmended for both
experienced and novice users.

Basic commands:
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Tab. 6.5-1: Basic IRC Commands

Command Explanation

/ channel s Receive a complete list of the channels that the
server provides (24995 in the given case)

/ who Receive a complete list of users online at the

moment (50191 in this example)

/join #inux.ger

You enter the channel #linux.ger. It might look as
shown in Fig. 6.5-3.

/who #l i nux. ger

Some information about the channel linux.ger if
not automatcally shown by your client upon
joining that channel. Users with an @ are
channel operators (e.g. the user Sunset) Users
with an * are IRC operators (none here)

/ pi ng #linux.ger

gives information about how long a signal
between you and every user on #linux.ger will
run.

hel | o experts!

everyone on #linux.ger sees your message with
your name and perhaps your timestamp

/ whoi s Sunset

gives information about the user Sunset:

Sunset is ~Sunset@ducati.unix-ag.uni-siegen.de
* Sunset Sunset on @#linux.ger @#mtw Sunset
using Uni-Paderborn.DE [131.234.10.2]
[irc.upb.de] University of Paderborn Sunset End
of WHOIS list.

As you can see, the user sunset is connected to
a different IRC Server (irc.upb.de) but he is on
the same IRC network (IRCNet) so that he is
visible here. He is currently a channel operator
on #linux.ger and #mtw.

/ query Sunset

lets you enter a private chat with Sunset.

/ mode #linux.ger +o alc

would give alc operator status in #linux.ger if you
were an operatoryourself

/join #mychannel

lets you join #mychannel and will give you
operator status since you are the first and so far
the only user on this channel. Note that channel
operators control IRC-channels and IRC
operators control IRC-servers.

/linvite al c #mychannel

lets you invite alc to join #mychannel

/1 eave #linux. ger

stop viewing the ongoing conversation on
#linux.ger

/ nick Tom

changes your nickname to Tom if available. Note
that you can easily change your identity by
changing your nickname; however you cannot
choose what host and server information will be
replied upon /WHOIS.

/quit goodbye

lets you quit your IRC connection leaving a quit
message "good bye" to all those who were on the
same channel as you or involved in a private chat
with you
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I ttlinux.ger [+nt]: http://www. segfault org/story. phtmi ?id=38894753-020a6de0

. BESunset

. Buwauwau

. alc

 Anfi|Work

~ BeR|LiH

~ chattcmhm

. Chrome

 culT

_ DeujUT

. Dfg

. - - - fungata

[16:17] ==+ How talking in #linux.ger GreatSuN
[[16:17] === Topic is ‘http://www.segfault.org/story.phtnl?id=-3889d753-82 crimpFlaw
Ba6ded ' (Michael .
[16:18] <Hichael_ > hello experts? ~|Hullbock =

Fig. 6.5-3: Channel view

6.5.3.1 Channel Operators

Channels have hosts, so-calldthnnel operatorsor short: chanops. They are con-
sidered to 'own’ their channel. In recognition of this sigtahannel operators are
enabled to perform certain changes to the status of a chandeb the participance
of users. As an owner of a channel, a channel operator is quoiresl to have rea-
sons for their actions, although if their actions are gdheaatisocial or otherwise
abusive, it might be reasonable to ask an IRC operator tovene, or for the users
just leave and go elsewhere and form their own channel.

The commands which may only be used by channel operators are:

Command Explanation
Kl CK Eject a client from the channel
MODE Change the channel’s modes such as defining a

maximum number of users and/or the necessity to
become invited prior to joining that channel

I NVI TE Invite a client to an invite-only channel (mode +i)

TOPI C Change the channel’s topic

A channel operator is identified by the '@’ symbol precedingjt nickname whe-
never it is associated with a channel (i.e. replies to the NSYWHO and WHOIS
commands) [Bri97].

6.5.4 The IRC Specification

The protocol as described herein is for use both with sexvesetver and client
to server connections. There are, however, more restigtim client connections
(which are considered to be untrustworthy) than on servenections.

For a complete list of available IRC commands, refer to theudwentation of the
various IRC clients available for your platform:

e UNIX: ircii
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e Linux: sirc
e Win32: mIRC

e Macintosh: Ircle

6.5.5 IRC networks and known problems

When you connect to an IRC server you will be able to chat wiyoae currently
connected to the same IRC network. Several public IRC nés\aive evolved over
the years with the smallest possible IRC network being alsisgrver for IRC to
which clients can connect.

The largest IRC networks are the so-called EFNet (the aaldRC network, with
often more than 32,000 users online), Undernet, IRCnet, iLand NewNet to
name a few.

6.5.5.1 Netsplit

IRC networks can suddenly become split (so-calietsplits), i.e. suddenly a large
amount of users becomes divided from the others due to a hrS&ever-Server-
Interconnection or a problem with a server itself. After a fminutes, the users
that got disconnected may show up again. Netsplits canrtast$econds to several
days, depending on the underlying problem. If a server i$ down for a longer
period, users must connect to a different server to re-ksttadommunication.

If the IRC network becomes disjoint because of a split betwee servers, the

channels on each side are composed only of those client$vahécconnected to
servers on the respective sides of the split, with a charomediply ceasing to exist
on one side of the split. When the split is healed, the commgservers announce
to each other who they think is in each channel and the modestatusses of that
channel. If the channel exists on both sides, the JOINs an®EEare interpreted
in an inclusive manner so that both sides of the new connegtith agree about

which clients are in the channel and what modes the chansel ha

6.5.5.2 Lag

Another common issue is the so-callddd", i.e. a noticable time that passes bet-
ween dispatching a text message and its appearance on #iner&cscreen. Lags
can be minimized by choosing a server physically close tau#®e. It can be mea-
sured by entering the commands /CTCP nickname PING or /CToGRrhel PING.
These useful commands became necessary due to the quiokhingramount of
IRC networks and users in the world and are called the
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6.6 Client to Client Communication

Client-to-client communication [ZRM94] became necesgargvercome the limi-
tations of the IRC server network described above and wasloj@®d after the ori-
ginal specification of the IRC standard [RFC1459].

6.6.1 The Client-To-Client Protocol (CTCP)

Written in 1994, theCTCP specification follows the original IRC RFC and it is the
authoritative document for the client-to-client protofoRM94].

It is meant to be used as a way to send structured data (such@sag, voice and
different font information) directly between users’ clisnand, in a more specific
case, place a query to a user’s client and getting an answer.

Some CTCP command/reply-pairs are obligatory to all IR@ntE while others
might not be supported by all clients. The following comm&ade mandatory:

command valid reply

FI NGER Returns the user’s full name, and idle time

VERSI ON The version and type of the client.

SOURCE Where to obtain a copy of the client software that is
used.

USERI NFO A string set by the user (never the client coder)

CLI ENTI NFO Dynamic master index of what a client knows.

ERRVSG Used when an error needs to be replied with.

Pl NG Used to measure the delay of the IRC network
between clients.

TI VE Gets the local date and time from other clients.

If you want to know what CTCP commands a user’s client willlyejp, type in
/ CTCP <ni cknanme> CLI ENTI NFOand what you get will be like this:

[ Sunset CLI ENTINFO reply]: VERSION CLI ENTI NFO USERI NFO ERRMSG
FI NGER TI ME ACTI ON DCC UTC PI NG ECHO CAST128ED- CBC SED
Use CLI ENTI NFO <COMVAND> to get nore specific information

Send one of these commands to a client and see what happens.

As you can see, an explanation of the complete scope of pes3SiiCP messages
would be beyond the scope of this course unit. However, thet papular use for the
CTCP protocol messages is the DCC (Direct Client connextideraction between
two clients which will be explained now:
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6.6.2 The DCC (Direct Client Connection) Protocol

DCC allows users to have a secure connection while still beingninRC proto-
col. The reason is that DCC uses direct point-to-point-TGRnections between
the clients taking part. Packets can be sent directly, aatetls no dependance
on IRC-server links (or their current workload). In additjsince only the initial
handshake for DCC connections is passed through the IRCorleand ongoing
traffic is passed through the client-to-client-connectibrs not possible for IRC-
server operators to see DCC messages or observe the dataltbiaiy exchanged.

6.6.2.1 Setting up a Socket

The initial socket for a DCC connection is created by the ditkt initiates
(offers) the connection. This is a TCP-socket bound to INADBNY, listening
for connections. This initiating client should send itsadlstto the target client using
the CTCP command DCC. This command takes the form:

"/ CTCP DCC type argunent address port"

where the arguments have the following meaning:

argument explanation

type the connection type, default: SOCK_STREAM

ar gunent the connection type dependant argument

addr ess the host address of the initiator as an integer.

port the port on which the initiator listens to the inbound
connection.

The address and port should be sent as ASCII representafitmesdecimal integer
formed by converting the values to network byte order andtimg them as an
unsigned long and unsigned short, respectively.

6.6.2.2 Connection

The following DCC connection types are known in IRC:
e CHAT to carry a secure conversation - argument: the strirag ch
e SEND to send a file to the recipient - argument: the file name

For more information on DCC features, see [Rol94].
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6.7 Automation and security issues

6.7.1 Clones

Clonesare multiple clients from the same person. However, if it hwious that
someone is running multiple clients from different domathgy are also conside-
red clones. Generally, cloning itself is not a hard problestones will only take up
regular server connections. But clones are often beingtas#ldod” users or "take
over" channels.

6.7.2 Network Flooding

There are two ways dfooding on IRC.

The firstis CTCP flooding, which means that an "evil" usestteeget a regular user
to flood the server with CTCP responses, tripping the sesieod protection, and
therefore terminating the user with the message "ExcesslFI&lood protection
scripts may prevent this from being very effective, but &l problem is, of course,
the impact on the network bandwith and latency.

If 20 clients flood a user for 10 seconds, sending five 100 byi€R—requests per
second, that is 20 * 100 * 5 = 10kByte/s, or 100kByte of dataltover the 10
seconds. Since a typical network is maintaining about 2085#¥s or more, this
behaviour poses a real threat to normal communication.

The second way of flooding, which is not related to IRC (butegjtiently the result
of conflicts on IRC), idCMP flooding (Internet Control Message Protocol). This
is usually done from a reasonably fast link (2 Mbit/s or higlad means flooding
a user or server with ICMP packets (such as the IP tool "pisg’sy What results
from this is called Denial Of Servicé' and is unlawful.

6.7.3 Scripts

IRC Scripts are a collection of commands that a client will execute. Tdreymeant
to provide a user with additional commands to those that dimary client software
provides. Like a batch-file, a script might execute sevédR&l commands in a row
to - for example - connect to a specific server, change yolirand enter a specific
channel. Another possible use for a script is to evaluateislee information given
by the IRC server and then use it to trace the route that alsigihgollow from your

machine to a user and determine its run-time. Scripts camwaldaded for almost
any client software on any platform from the Internet. Hoarea large number
of available scripts have been modified so that they - besidss otherwise good
behaviour - can impose great damage to a client’s systemalgpod advice not to
use a script that is not self-written. Scripts can be as dawngeas trojan horses"

since they behave like executables that can for exampleis@rdhation about the
contents of your hard-drives to a specific user (probablyotie who offered the
script) or even delete it. Other scripts might give a remater complete control
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over your desktop and IRC software so that you will suddemisabks your friend
without typing a word or find your computer shutting down farabvious reason.

6.7.4 IRC-Bots

"Bot" is the short form of robot. A robot generally refers to anycsmiated program
or client that does not have a person sitting behind it.

Bots are another form of automatisation of IRC. They are tgaised by IRC or

channel operators to keep a channel established and medievhile the operator
himself is not sitting at his computer watching the usergdsBan decide whether
a user that enters a channel is to be treated friendly, leartess a threat. This is
usually done by comparing the new user’s IP adresakthameto corresponding

database entries and therefore deciding on the base oféhis past behaviour.

e Treating a user friendly could mean greeting him, giving luiperator-status
and/or providing him with statistical information abougetbhannel.

e Treating him as neutral could also mean greeting him butraiise leaving him
alone.

When a user is considered a threat, a bot that is given opestatimis will probably
add this user’s IP adress to the channel’s list of banned aset eject this user from
the channel, maybe with a message about the reasons fok thi$.can also inform
IRC operators about the repeated attempt of an evil usertéo eertain channels or
perform harassments to a channel.

However, there are a couple of reasons why bots are frequemtisidered to be
a problem themselves. First, they take up resources on IRCtuld be used for
regular client connections. The primary reason, thoughesause bots (and their
underlying scripts) are not only used to protect and coritdlalso to flood and
harass users. Should an evil bot ever be given operatosstaisi most likely that
the bot will kick and ban every user on that channel and tbeedilock the channel.
Such a "blocked" channel can only be unlocked by an IRC opeeg@tcting that bot
from the server and re-opening the channel.

6.8 Useful abbreviations

Here are some abbreviations that are typical for chattingr@and their meaning:
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phrase meaning

brb I will be right back.

bbiaf | will be back in a flash.

bbl | will be back later

ttfn ta ta for now. [Bye, bye]

np no problem

imho in my humble opinion

lol lots of laughter

ik just kidding

re hi, i'm back!

wb Welcome back!

rtfm Please consult your operation manual to find an
answer

rotfl rolling on the floor laughing

6.9 Summary

This chapter introduced briefly the history of IRC developmdo understand the
real-time multi-user feature of a IRC network the basic camiwation over point-
to-multipoint-connections are described. Protocol plires as well as protocol ser-
vices are introduced. Using IRC clients is described as agefiossible leaks in the
IRC networks for security attacks.
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7.1 Goal of the Chapter

The goal of this course unitis to understand the structuesadil messages and the
way email messages are transported. The interaction betareemail client and
an email server as well as the interaction between emaiéseare explored.

Electronic mail (oremail for short) is a widely used, easy, and fast communication
service provided on many different kinds of computers. hisstly used to trans-
fer short notes of text messages form one user to one or maig@arts, but also
multimedia content is supported.

7.2 From paper mail to electronic mail

To write a letter to a friend, one needs some information aiegvaools. The infor-
mation is the address of the friend in form of name, streptcade, and town name.
As tools in most cases a sheet of paper, an envelope, and i (peractypewriter)
are sufficient. On the plain paper, beside the actual condiet¢ and subject are
noted. The envelope is labeled with the address (hamef,stred town name) of
the addressee and with the same information about the séigeletter is put into
the envelope, prepaid with a stamp, and deposed in the neXboxa

Its the same as with email - except for the stamp.

Like regular mail, electronic mail is a point-to-point coramcation. One person
originates the communication by composing a message ands#reling it to one
or more recipients. The message is delivered to the mailbeaah recipient, where
it can be read.

Basically, electronic mail involves transferring a congoufile from one user
account to another user account. In the following we will thég paradigm of paper
mail to explain the way electronic mail works. In Fig. 7.2kettwo kinds of mail

can be seen side by side.
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H

John Doe
Fernuniversitat
Hagen

58084 Hagen

|

To: john.doe@fernuni-hagen.de
Priority: normal
Encryption: none

4——envelope

From: anne.nonymous@cs.ngu.edu
Date: 2000-08-04
Subject: Congratulations!

Anne Nonymous
Dept. of Computer Sience
New York University

<4—— header——p

Subject: Congratulations!

Dear Mr. Doe Dear Mr. Doe

Yours truly
A. Nonymous

Yours truly
A. Nonymous

— body ——»

Fig. 7.2-1:  Electronic mail and paper mai

The equivalence between the combination of the labeled@pweand the head of
the letter on one side and the header of the email on the atiercan clearly be
seen. It is analogous to the matching of postal and email.body

7.3 Structure of email messages

The structure of email messages was defined some years agd&iRE 822
("Request for Comments, the de facto Internet standards) [RFC822] shows the
definition in detail and is used as basic literature in thisrse unit.

The email message has three basic parts: The message entkepeader, and the
message body. The message header lists information atecggider, the recipient,
the posting date, the subject of the message, etc. The neebsdyg contains the
actual message being sent.

The message header consists of several fields. Take a |duk failiowing example
of an email message (all data of the email is shown; an emaiitalill suppress
some of them while displaying, some more fields can be digplay other situati-
ons):

Recei ved: from Spool Dir by LGKS1 (Mercury 1.31); 10 Jul 100 16:22:48 MET
Ret ur n- pat h: <anne. nonynmous@s. nyu. edu>

Recei ved: from el mfernuni-hagen.de by | gksl.fernuni-hagen.de (Mercury 1.31)
11 Jul 100 01:41:00 MET

Recei ved: from slinky.cs.nyu.edu by el mfernuni-hagen.de via |Internet
with ESMIP; Tue, 11 Jul 2000 01:37:50 +0200

Recei ved: from | ocal host (anne.nonymus@ ocal host)

by slinky.cs.nyu.edu (8.9.1/8.9.1) with ESMIP id TAA27290

for <Thomas. Denut h@er nUni - Hagen. de>;

Mon, 10 Jul 2000 19:37:48 -0400 (EDT)

From Anne Nonynous <anne.nonynous@s. nyu. edu>

To: thomas. dermut h@-er nUni - Hagen. de
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Date: Mon, 10 Jul 2000 16:21: 33 +0200

M ME- Version: 1.0

Content-type: text/plain; charset=lSO 8859-1
Content -transfer-encodi ng: Quoted-printable
Subj ect: Thanks

Priority: nornal

X-mail er: Pegasus Mail for Wn32 (v3.12a)

X- PMFLAGS: 34078848 0 1 YOFC54. CNM

Dear M. Denut h,
t hank you for sending the research report.

Regar ds,
Anne Nonynous

The header of this message consists of the fields from the'Resteivetto "X-
PMFLAGS, the body starts with "Dear Mr. Demuth,". Header and bodysthe
separated by a single line.

Headers also pick up information as a message is sent tocifgart. The emalil
software adds hidden text that itemizes the message’sssig@ation location, and
other miscellaneous information. By the time the messagwearat its destination,
it will have a whole paragraph of additional text that recisuthe routers the mes-
sage passed through.

7.3.1 The email header

The header consists of "fields". Each field has a name (andftitera meaning),
a value, and is terminated by a newline/line feed. The fieldenaust be compo-
sed of printable ASCII characters, the body may be compotedrdable ASCII
characters including newline/line feed.

7.3.1.1 The header fields

The most important and often used header fields are explam#ee following.
Details can be found in [RFC822]. The minimum required fiekds 'Daté€’,
"From", and 'Bcc' or "To"; all others are optional.

"To": This field contains the mailing addresses to which the angss$s to be sent.
If more than one address is listed, they must be separatedrbges.

"Subject": The contents of theSubject field should be a piece of text that says
what the message is about. The reasBuabject fields are useful is that most mail-
reading programs can provide a summary of messages, libingubject of each
message but not its text.

"Cc": This field ("Carbon Copy") contains additional mailing addresses to send
the message to. This works likdd" except that these readers should not regard

the message as directed to them.
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"Bec'": This field ("Blind Carbon Copy") contains additional mailing addresses to
send the message to, which should not appear in the header wigdssage actually
sent. Copies sent this way are called blind carbon copies.

"From": This field is used to specify the sender, when the accouns lising to
send the mail is not his own. The contents of the "From" fieldusth be a valid
mailing address, since replies will normally go there.

"Received: The names of the sending and receiving hosts and timeg&hot may
be specified in this field. Thevia" parameter may be used to indicate what physi-
cal mechanism the message was sent over andvilie"'parameter may be used
to indicate the mail- or connection-level protocol that waed, such as the SMTP
mail protocol, or X.25 transport protocol. Some transpervges queue mail; the
internal message identifier that is assigned to the messagdennoted, using the
"id" parameter. When the sending host uses a destination adgpesification that
the receiving host reinterprets, by expansion or transétion, the receiving host
may wish to record the original specification, using tfe™ parameter. For exam-
ple, when a copy of a mail is sent to a member of a distribuigtnthis parameter
may be used to record the original address that was useddiyste list.

"Reply-to": This field directs replies to a different address. Mostlrokénts auto-
matically send replies to th&eply-td address in preference to thierdm" address.

"In-reply-to": This field contains a piece of text describing a messagesiollying
to. Some mail systems can use this information to corretdétad pieces of mail.

"Reference$ (Message Threading: This field is usually maintained and added
automatically. Referencésdescribes the thread (chain, series) of messages that
"came before” the actual one. Each message on the Interset laique identifi-
cation number that is kept in thé/essage-ID field. "Referencésis a list of the
message-ids from previous messages in this thread. Whemmessage is compo-
sed and sent, the mail server adds thlkeSsage-IDfield. When someone replies to
that message, the user’s email program will createeférencesfield and copy the
original message-id into it. If someone else replies to thply, this 'Referencé's

field gets the previous references, plus the previous mesdaénd so on.

Example 7.3-1:

An example should make this easier to see. Let’s look at athréth three mes-
sages. user-A sends a message to user-B. This original geessader might
have:

From wuser-A

To: user-B

Subj ect: Sonething very inportant
Message- |1 D <123@ er nuni - hagen. de>

Now user-B replies to user-A. The reply header |ooks |ike:
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From wuser-B

To: user-A

Subj ect: Re: Sonething very inportant
Ref erences: <123@ er nuni - hagen. de>
Message- | D. <246@ er nuni - hagen. de>

The third nmessage in this thread is fromuser-A to user-B,
with a copy to user-C. user-A also decides to change the subject:

From user-A

To: user-B

Cc: user-C

Subj ect: Another thing (was: Re: Sonething very inportant)
Ref erences: <123@ er nuni - hagen. de> <246@ er nuni - hagen. de>
Message- |1 D: <789@ er nuni - hagen. de>

The "Referencésfield will keep getting longer as this thread goes on. It lete
find all the messages in the thread by searching for the mesdag

"X-" (Own Header Fields): The RFC 822 transport standard carefully specifies
what header fields are legal in mail messages. Any field naarérgf with the
characters X- (the letter X followed by a dash) won't be addgiy a new message
header standard. According to RFC 822, "any field which imneefin a document
published as a formal extension to this specification wildhaames beginning with
the string ‘X-." That means the standard cannot anticigatery useful header, it
allows for user-defined fields as extensions to the standdmel.convention is to
begin a user-defined field with "X-", because the standardegniees that no official
extension will use a header with those names. So the X-headatbe seen as a free

"playground" for anyone’s use.

7.3.1.2 Structure of an email address

Email messages employ a two-part addressing scheme. A waédhet email
address is:

thomas.demuth@fernuni-hagen.de

Email has its own adressing system, catlednhain name addressirfgorresponding

to thedomain name systeof the Internet (Section 3.3.5)) as the electronic equi-
valent of postal addresses. Like these postal addresssas,aldresses go from
specific to general, in order to route the message to the cigimputer and mail-
box (or person). Generally, email addresses havgeanameone or mordocation
identifiers and adomain An "@" ("at sign") symbol separates the user name from
locations and domain.

Explanation of the individual parts:
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The first part (Usernam® specifies the user to whom the email is to be delivered.
The user is identified by the username attached to their ctenpacount. The user-
name for an individual is assigned when their computer atc@uicreated, and
typically cannot be changed by the user. There is no starstdreime for userna-
mes that applies universally. There are some restrictionsernames, though. The
name must not contain certain reserved characters likeath@gn" (@), the excla-
mation mark (!), and the percentage sign (%), since thesectes have special
meaning to email software.

The second part describes the host computer where the aseosant resides (host
address). The address of the host machine can take sevwenal idere we discuss
only the most common form, the one employed on the Interrfet.édmail address
of a host computer is specified in at least two parts, seghiatea dot. The last
component of the address is called the domain of the host gtanpn addition to
a domain name, a valid host address must contain at leastubd@mmain name.
The subdomain further specifies the institution that owresthbst machine. The
subdomain may refer to a specific part of the institutionimpater network, or may
refer to a specific machine. For example, the host addkssternuni-hagen.de”
describes the academical institution namfstiuni-hagen" and a machine at that
site namedKs" ("Kommunikationssysteme").

Analysing the email address above from the right to the leftfifom general to
specific), one can see the country, the email shall be sehidi.represents Ger-
many, and in Germany the email shall be forwarded to the Fein@dsitat in Hagen
(".fernuni-hagen.de).

The addressed user there is Thomas Demuthofias.demuth). In many
large organisations, users are given their addresses # faim: <fir st
name>. <l ast nanme> to avoid collisions between users with similar names.

7.3.2 The email body and MIME

The mail body is completely free of format, one can composenaail in any desi-
red way. Corresponding to the standard, the body is seplgta blank line from
the header. In the early days of computers email was not "&lgién; users were
able only to write emails in straight (7 bit) ASCII text. Thaeans that only tex-
tual email is supported by RFC 822 email; nontextual byteexarcan therefore be
clipped to seven bits.

Therefore, in 1992 the MIME standard was developgdtME stands for Mul-
tipurpose Internet Mail Extensions" and enables email to transport multimedia
data, still being conform to RFC 822.

Before MIME, users converted their binary files like sprdeasts or other office
documents with the (UNIX) commandatencodé and "uudecodé. These com-
mands are used to transmit binary files over transmissionumethat do not sup-
port other than simple ASCII data. Uuencode reads the inpiitaaites an encoded
version. The encoding uses only printable ASCII characatsincludes the mode
of the file and the operand name for use by uudecode.
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But, since the introduction of MIME no user has to care abbistéany more while
writing emails (As a consequence of this, one can attach imayyofile to an email.).

The following RFC’s define Multipurpose Internet Mail Extons, replacing the
RFC 1521 which is not valid anymore:

e RFC 2045: MIME Part One: Format of Internet Message Bodies

e RFC 2046: MIME Part Two: Media Types

e RFC 2047: MIME Part Three: Message Header Extensions forAB@II Text
e RFC 2048: MIME Part Four: Registration Procedures

e RFC 2049: MIME Part Five: Conformance Criteria and Examples

For references see [RFC2045], [RFC2046], [RFC2047], [RHEB? and
[RFC2049].

These standards (or definitions) redefine the simple steictiumessages in RFC
822 format to allow for

1. textual message bodies in character sets other than WC3LAS

2. an extensible set of different formats for non-textuassage bodies,
3. multi-part message bodies, and

4. textual header information in character sets other thasASCII.

It is important to understand, that MIME does not change thectire of an email.
In fact it encodes the arbitrary data in ASCII to be transeditih a standard email
message. Therefore, older email prograersdil clients) can handle MIME mes-
sages, too.

To accomodate arbitrary data types and representatiocts M3 E message inclu-
des information that tells the recipient the type of the datd the encoding used.
MIME information resides in the RFC 822 mail header - the MIM&ader files
specify the version of MIME used, the type of the data being,snd the encoding
used to convert the data to ASCII.

Above, the possible encoding of binary messages or attagismeith uuen-
code/base64 has been mentioned. The advantage of MIME iseangore comfor-
table handling for the user. In addition to the defintion af@iing and formatting,
MIME does also determine the methods modern email cliemtslegect and handle
such messages autonomously, i.e. starting the approppatiation. For this rea-
son, MIME messages contaimeta informationdefining the player for a sound file
or a program to work with graphics.

MIME is a flexible way to embedd multimedia attachments iriinet messages.
Data can be nested and instructions to a front end progranbeambedded to
output the information in dependence of available resaurcethis way, a memo
can be read out or displayed alternatively as text, if no dalevice is available.
Furthermore, links to external data can be integrated in Hessages.



120

7 Email

The following listing illustrates a MIME message that congaa picture in standard
GIF represenation. The GIF image has been converted to 8ASKIll representa-
tion using thebase64encoding (for explanation dfase64see below).

From Anne Nonynobus <anne. nonynous@s. nyu. edu>

To: thomas. dermut h@-er nUni - Hagen. de

Date: Mon, 10 Jul 2000 16:21:33 +0200

M ME- Version: 1.0

Content-type: text/plain; charset=lSO 8859-1
Content-transfer-encodi ng: Quoted-printable

Subj ect: Congratul ations

Priority: nornal

X-mail er: Pegasus Mail for Wn32 (v3.12a)

X- PMFLAGS: 34078848 0 1 YOFC54. CNM

Content-type: |Image/ A F; nane="nedal of honour.gif"
Content-di sposition: attachnent; fil ename="nedal _of honour.gif"
Cont ent -transfer-encodi ng: BASE64

ROl GODdhWAK+AKI AAP/ / 1 9vb27a2t pKSknilt bU JSSQkJ AAAACWAAAAAVAK+AEAD! wi 63P4w
yknr vTj r zbv/ YC OZGreaKo6B7G+8Bkcht | 2Rh3vf Jf 3wGCpoBMaj 47BweaSDBi HaOO2 VDxt

hgj 2SVgd BMaoLssLGec DwSHAPghs EbVCPZgFFnl Ws\VVBodB9/ Cl k AWrs LXoh Sf Hhe DHk2V1IMG
bF1gdwp2i G8/ bnmFvbUuGhG EOmAaREI qgxOpDgl mUUUABN1TWn+l j 00HaY0z OLYRVg9KwoRv

CgNZTW AhwiNnt DaNh8k Xp1ROLVBh7OHAC Zf 0Zd/ 1QAzVQO Cxwy nDWHS4YQPPIM zH7s8Ay 6
t E101RC1QFqEagTf gZs Tyt azBW Seck Ty8VDf CQCsYLi r v8ToQ zat V4dqf LMWGXNkb418AV
Ayvel El wij W DUGAk4r YCt mAQKxt t SDxqKWER2i 700i oj Pdi EA1ZUhgl 4ANnp TGCFwbRaOW

The MIME field "MIME-Version 1.0 declares that the message was composed
using version 1.0 of the MIME protocol. MIME is downwards cpatible, that
means, that every MIME capable email client can likewisel@ASCII messages.

Two more fields (not used in the example email) &eritent-1d, acting as a non-
ambiguous identifier (and functionally identical to thenstard headerNessage-
ID" (see above)) andContent-Description; a text describing the content, under-
standable for a human reader to inform him before the cometgcoded. Thus the
receiver of the message can decide if it is reasonable fotddecode the message.

The "Content-Transfer-Encoding’ header declares in the example, that base64
encoding was used to convert the image to ASCII. There areliiferent encoding
schemes available (and another one for further extensions)

"7bit": ASCII text, using 7 bit characters, to directly transfhe tcontent without
further encoding. This format is limited to 1.000 charasteer line.

"8bit": ASCII text, using 8 bit per character (values from 0 to 2&8Jl thus violating
the encoding scheme of RFC 822. Nevertheless it is usedingatisee expected
consequences.
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"binary": Like "7bit" without the limitation to 1.000 characters per line, buttwi
the consequences of thébit" mode.

"base64: This encoding is also called®SCIl armor ". Groups of 24 bits are enco-
ded in four units of six bit. Each of these units is then endoale regular ASCII
character ("A" for 0, "B" for 1, and so on). Carriage returnsl éine feeds are igno-
red.

"quoted-printable& This encoding only affects bytes exceeding the limit oé th
seven-bit-ASCIl-code. They are transformed into an eqigad, Sollowed by the
hex code of the character (for example: "=E9" for an "&").sTtgpe of encoding is
useful, if special, national characters are used, or if itdsknown, if the receiver
of a message can handle base64-encoded attachments.

The "Content-Typédeclaration specifies the type of information. Seven tygres
defined, each with one or more subtypes; types and subtypeseparated with a
slash ("/").

The purpose of the Content-Type field is to describe the dattamed in the body
in such a manner that the receiving user agent can pick arojgie agent or
mechanism to present the data to the user, or otherwise déathe data in an
appropriate manner. The value in this field is calletetia type!

The most often used types and subtypes are listed in Table 7.3

Tab. 7.3-1: MIME types and subtype (selection)

Type Subtype Description
text plain unformatted ASCII text
richtext basically formatted ASCII text
image gif GIF picture
ireg JPEG/JPG picture
audio basic sound data
video mpeg MPEG movie
application octet-stream non interpretable byte sequence
postscript printable postscript document
rfc822 MIME message in RFC 822 format
message partial message has been split before transfer
external-body link to external ressource
multipart alternative same message in different formats
parallel the parts of the message have to be
displayed at once
digest each part is a RFC 822 compliant
message
mixed several parts of independent encoding

The understanding of MIME is not only important to realise structure and inter-
pretation of email messages. The Hypertext Transport Bob{¢iTTP), used to
transfer Web pages, also uses MIME for the transport of thegpa
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It is the task of the sender’s email client to interprete thtado send and to select
the right content and sub types. In some cases the sender imdarfere and select
the types manually. In the example tBentent-Typaleclaration specifies that the
data is a GIF imagemageis the content type, angif is the subtype. To view the
image, a receiver’s email client must first convert from Iedsencoding back to
binary, and then run an application that displays a GIF intaghe user’s screen.

In the example above an additional MIME header field can b&:s€entent-
disposition This field gives more information about the following MIMEeaent.
Like in the case of th&€ontent-typdield further parameters can be added to the
line. In the example one can see the name of the image and tkadn attached
element. For more information see [RFC1806].

7.3.2.1 Multipart MIME messages

One very important type mentioned abovenaltipart This type allows messages
consisting of several parts; these parts are clearly segghfitom each other. With
the multipart content type, email gets considerable fléixybi

The subtypemixedallows a single message to contain multiple, independdmt su
messages, each one having its own content type and encddixgd messages
make it possible to include different multimedia data in omessage.

The subtypealternativeallows a single message to include multiple representati-
ons of the same data. This approach is usefull for sendingdhee message in
different formats (audio, video, or text). The email cliefthe receiver should be
able to decide the part of message which will be used, witheetso the hardware
capabilities of the computer.

Subtypeparallel permits a single message to include subparts that shoulddzk u
together (like separate audio and video data that must gegksynchronously).

Subtypedigestallows a single message to contain a set of other messages¢ha
RFC 822 compliant. This feature is very useful for receiving daily or weekly
email of a mailing list at once.

The following example shows a multipart mixed MIME message:

Date: Fri, 21 Jul 2000 14:02:28 +0200

From Anne Nonynobus <anne. nonynous@s. nyu. edu>

Organi zation: MAD Dept.- Departnent for Mathematics and Depressi ons
X-Mailer: Mozilla 4.7 [en] (Wn98; U)

M Me-Version: 1.0

To: thomas. dermut h@ er nuni - hagen. de

Subj ect: Betreff

Content - Type: nul tipart/m xed,;

boundary="------------ 675454AB4619496261BDECC9"

This is a multi-part nmessage in M ME format.
—————————————— 675454AB4619496261BDECC9
Cont ent - Type: text/plain; charset=us-ascii



7.4 Email clients and transport of emalil 123

Cont ent - Transf er - Encodi ng: 7bi t

This is plain text (see Content-Type)
-------------- 675454AB4619496261BDECC9
Cont ent - Type: i nage/|j peg;
nane="et-online.jpg"

Cont ent - Tr ansf er - Encodi ng: base64
Content-Di sposition: inline;
filenane="et-online.jpg"

1 9j I 4AAQSKk ZI RgABAQAAAQABAAD 2WBDAAs| CAol Bws KCQoNDAsS NERWSEBPESI ZGhQc KSQr

YOFFFbCCi i i gA0000AKKKKAC i i gA0000AKKKKAC i i gA0000AKKKKAC i i gA0000AKKKKAC
i i i gA0000AKKKKAHAqQ@BADRRSA/ / 2Q==

-------------- 675454AB4619496261BDECCI

Cont ent - Type: application/ x-unknown- cont ent -type- W nanp. Fi | e;

nane="El vis Presley - Jail house Rock. np3"

Cont ent - Transf er - Encodi ng: base64

Content-Di sposition: inline;

filenane="Elvis Presley - Jail house Rock. mp3"

[ I UQRAAAAAAASWAAAAAAAAL gAAAAAAABLAAAAAAAACWAAAAA [ 11T TTTTTTTTETTTTTTTTTT

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAER
-------------- 675454AB4619496261BDECCY- -

This is an email sent with an other email client as the onesrbe©ne can see this
by looking at theX-Mailer header, now presenting Netscape (which identifies itself
as Mozilla) as the email program, which was used to compasertiail.

The keywordboundar y= following the multipart content type declaration in the
header fields defines the string used to separate parts oetbsage. In the example
the string has been selected by the email client in a such alveayhe string is no
fragment of one of the parts of the MIME message.

One can see two parts: one gif, presenting the ET-Onling, lagd a song from a
famous rock star.

7.4 Email clients and transport of email

Remember the analogy between paper mail end email depic@addpter 7.2. This
picture goes further. The transport of email can be compartdtraditional mail,
too.

A letter is written at home or at the office, put into the posinsported via car,
plane or train from town to town (or country to country) aneértplaced into the
mailbox of the intended receiver.
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In electronic mail, these components can be identified,@o@ can see two subsys-
tems, aUser Agent (UA), offering the capabilities of writing and reading emails,
and a number oMessage Transfer Agent{MTA ), transporting the email to the

addressee.

7.4.1 Email Clients

User agents are also called email clients (in the followireggwill use this term
because it is more familiar). These are software tools)aai for every operating
system. Examples are Netscape Composer, Pegasus Maihergmail clients
allow users to do several actions and support differenttfons:

e Composition of electronic mails with text, graphics, mmukidia and so on.

e Administration of received messages. Users can move em&ilsiamed fol-
ders, delete or print messages. This function is also cdikgabsition.

e Alist of received or recently sent messages are displaydtketaser.

e Email clients report new email to the user in form of poppinyai an alert
window and/or playing a special sound. User can read and ireatediately to
incoming emails.

e Many email clients support the digital signing and encryptf emails to ensure
integrity and confidentiality of emails. !!!

e Email clients are also responsible for the first step of taadfer, the transmis-
sion to the MTA.

e Email clients allow the user to give messages differentriiés, to forward
received mails, or to send receipts for emails to the sender.

e Additionally, convenient clients can be configured to sengwaers automati-
cally (auto-reply), if a user is absent (on holidays, etc.).

The functions composition, disposition, displaying, ngpg, and transfering are
characteristical for email clients.

7.4.2 Simple Mail Tranfer Protocol

Email clients run on local computers (PCs, MACs) normallfteA composition,
a client sends the message to the next message transfer(&jeXt MTAs are
programs, which run on servers (mostly UNIX) and accept Enfiem authorised
clients or forward emails from other authorised MTAsléying).

Fig. 7.4-1 shows a sample architecture: Several UAs (ereilts), e.g. computers
of employees in a company, can connect to a central MTA, aBedmail server.
This MTA collects emails and regularly sends them to comwesing MTA.
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Company/University 1

spool area

Company/University 2

spool area

Fig. 7.4-1: Sample mail scenario

An MTA waits for emails from the local clients (or user aggraad queues them.
In most cases, direct transfer from the start MTA to the desitbn MTA is not pos-
sible. As mentioned, many MTAs only accept emails from othehorised MTAS
or email clients. In this case, emails have to be relayeddovdrded) over one or
more MTAs.

To promote understanding, in the following a direct conimecbetween a source
and a destination MTA is considered. MTA 1 opens a TCP commecin port 25

(the standard port for email transport, see Chapter 7.#gtdéstination MTA. Once

a connection is established, the two MTAs communicateSWE P (Simple Mail
Transfer Protocol). On the machines a so called daemon (server program) runs,
waiting for communication. The daemon’s task is to receiveig forward email

to other computers, or distribute messages to mailboxesakulf a message can
not be forwarded, an error report is generated and deliveaiekl to the sender.

SMTP uses straight 7 bit ASCII to communicate. After contarthe destination
MTA the source MTA acts as a client, waiting for the serveg'sgonse. The server,
if able and willing, sends a line back, identifying itselfdadescribing its abilities.
Then, the client sends the mails successively to the sezvery time telling the
server the identifiers of sender and receiver. SMTP is waldented in RFC 821
[RFC821]. Although SMTP rigidly defines the command fornmatmans can easily
read a transcript of interactions between client and server

In the following the transcript of a transfer of a messagend/&A via SMTP is
explained.

denmut h@ar | sberg: ~ > tel net bonsai.fernuni-hagen. de 25
Trying 132.176.114.21. ..

Connect ed to bonsai . fernuni-hagen. de.

Escape character is '"]'.
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220 bonsai . fernuni - hagen. de ESMIP Sendnmi | 8. 8.8+Sun/8.8.8; Tue, 25 Jul 2
HELO kar | sber g. f er nuni - hagen. de

250 bonsai . fernuni-hagen.de Hell o Karl sherg. fernuni-hagen. de [132.176.12
MAI L FROM demrut h@xar | sber g. f er nuni - hagen. de

250 denut h@ar | sberg. fernuni - hagen. de... Sender ok

RCPT TO kaderali @gksl. fernuni-hagen. de

250 demut h@ gks1l. f er nuni - hagen. de. .. Reci pi ent ok

DATA

354 Enter nmail, end with "." on a line by itself

From denut h@arl sberg. f er nuni - hagen. de
To: kaderali @gksl. fernuni-hagen. de

Subj ect: My Research

Dear Prof. Kaderali

thank you for the support in ny research
T. Demuth

250 NAA11965 Message accepted for delivery
QT

221 bonsai . fernuni - hagen. de cl osi ng connection
Connection closed by foreign host.

OVOLOOOOOOONOLOWLOWOW

Recei ved: from Spool Dir by LGKS1 (Mercury 1.31); 25 Jul 100 13:23:08 MET

Ret ur n- pat h: <denut h@ar | sber g. f er nuni - hagen. de>

Recei ved: from el mfernuni-hagen.de by | gksl.fernuni-hagen.de (Mercury 1.31)
with ESMIP;

25 Jul 100 13:23:03 MET

Recei ved: from bonsai . fernuni-hagen. de by el mfernuni-hagen. de

via | ocal -channel with ESMIP; Tue, 25 Jul 2000 13:19:44 +0200

Recei ved: from karl sberg. fernuni -hagen. de (Karl sherg. fernuni -hagen. de [132. 1
by bonsai . fernuni-hagen.de (8.8.8+Sun/8.8.8) with SMIP id NAA11965

for kaderali @gksl.fernuni-hagen. de;

Tue, 25 Jul 2000 13:18:30 +0200 (MET DST)

Date: Tue, 25 Jul 2000 13:18:30 +0200 (MET DST)

From denut h@arl sberg. f ernuni - hagen. de

Message-1d: <200007251118. NAAL1965@onsai . f er nuni - hagen. de>

X- PMFLAGS: 33554560 0 1 Y06467. CNM

From denut h@arl sberg. f ernuni - hagen. de
To: kaderali @gksl. fernuni-hagen. de

Subj ect: My Research

Dear Prof. Kaderali,

thank you for the support in my research
T. Denuth

The first part is the dialog between client (lines marked W&H') and the server
("S:"). Each server reaction starts with a reply code, diggahe successful tran-
sction or an error. The server responds to the connectioorto2p with the code
"220" ("Service Ready") and the type of mailer (SMTP/ESM3é below), signa-
ling, that he is ready to receive mails. The first client comthis "HELO" with the
name of the contacting computer as parameter.
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Step by step the client now transmits the identifier of theleei'MAIL FROM"),
of the receiver ("RCPT TO") and the actual message, congisfihneader and body,
as described in Chapter 7.3. If the message has more tharcgiear, the RCPT
field would be used several times, each time with anotheivexgaddress. There-
fore only the addresses, but not the complete message hasépdatedly transfe-
red.

With this technique, a layer is wrapped around body and heafden email. This
layer is callecenvelopeand is only used for the transport from one MTA to the next.
The end of a message is described by a single dot "." in a lifter #he reply code
"250", signaling the acceptance of the email by the sertierctient can send the
next message. In the example, it completes the communicaiib the command

"QUIT".

The second part of the example is the email as it is delieverdte receiver. Here
all header are displayed (in reality most email clients seppheader fields to avoid
confusion of the user). Thé&eceivetiheader fields describe the route the email has
taken over different MTAs (over "bonsai" and "elm" to "IgKsIFurther, the unique
message identifier, given at the first MTA can be identifiech émail the client
has received.

Table 7.4-1 shows a list of standard reply codes.

Tab. 7.4-1. SMTP reply codes

211 System status, or system help reply

214 Help message

220 (domain) Service ready

221 (domain) Service closing transmission channel

250 Requested mail action okay, completed

251 User not local; will forward to (forward-path)

354 Start mail input; end with (CRLF).(CRLF)

421 (domain) Service not available,

450 Requested mail action not taken: mailbox unavailable
451 Requested action aborted: local error in processing
452 Requested action not taken: insufficient system storage
500 Syntax error, command unrecognised

501 Syntax error in parameters or arguments

502 Command not implemented

503 Bad sequence of commands

504 Command parameter not implemented

550 Requested action not taken: mailbox unavailable

551 User not local; please try "forward-path”

552 Requested mail action aborted: exceeded storage allocation
553 Requested action not taken: mailbox name not allowed
554 Transaction failed
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If a user does not have a SMTP client application, or for thpgses of testing and
troubleshooting, it is possible to use a Telnet client aggpion to contact an SMTP
server and send mail messages. This is done manually bytbeth® port 25 and
entering the commands manualy.

SMTP was defined in 1982. Since then, communication via enaailextended in
quantity, size, and frequency. To handle these requiresraard limitations of some
implementations (restrictions of MTAs to handle emailsagee than 64 KB, etc.),
the standard has been enhanced, resulting in ESMTP (RFGC 1gEt¥ice exten-
sions to SMTP") [RFC1425]. ESMTP’s most important featugehie negotiation
between MTAs about the length of transported emails. Thesafedundant trans-
port can be avoided.

7.4.3 Relaying of email

In reality, emails normally pass more MTAs than the source @@ destination
MTA. SMTP offers a mechanism calledelaying'. Each SMTP server is able to
relay emails (if it is not disabled intentionally). The re@ MTA receives mail
to be relayed to another MTA. the receiver MTA may accept arydiie task of
relaying the mail in the same way it accepts or rejects maibfétocal user. The
receiver MTA adds its own identifier from to the beginning loé reverse path (see
header fields) to enable an easy way to reply to a messageedéiging MTA then
becomes a sending MTA, establishes a transmission chamtiet next MTA and
sends the email.

This mechanism is callestore-and-forward because of its behaviour. While being
forwarded, the header of the email is extended with entri¢ke received field. A
copy of this field is added by each transport service thayselhe message. The
information in the field can be quite useful for tracing tiaoit problems, e. g. if an
intended receiver is not known at the destination MTA. Femtiore it can be used
to respond to an email: In this case the MTA can use the alrkaolyn route in the
received field(s).

7.5 Accessing mailboxes

Normally, not every single user computer runs its own SMTéhalan. Firstly, this is
not neccessary for economical reasons. Secondly, persomg@iuters are not online
all the time. Institutions like universities, companiesimternet service providers
offer access to an MTA to their users. Up to now, the mechamttnansfering
emails from a user agent to the first MTA has been handled itbsinact way.

In fact there are several protocols, with which the two ins&s can handle an
email access or delivery. These protocols are independahtainderlying kind

of connections. It is not relevant, if the user agent is cotetvia a dial up connec-
tion or possesses a leased or dedicated line. Today two maiiocpls, the more
simplePOP3and the advancedAP are generally used.
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7.5.1 POP3

On certain types of smaller nodes in the Internet it is oftepractical to maintain a
message transport systeniMTS). For example, a workstation may not have suf-
ficient resources (CPU cycles, disk space) in order to peamBMTP server and
associated local mail delivery system to be kept resideshicantinuously running.
Similarly, it may be expensive (or impossible) to keep a peat computer inter-
connected to an IP-style network for a duration of time (tbeenis lacking the
resource known as "connectivity").

Despite this, itis often very useful to be able to manage oreihese smaller nodes,
and they often support a user agent (UA) to aid in the task dfiraadling. To solve
this problem, a node which can support an MTS (Message TeaBsfrvice) entity
offers a maildrop service to these less endowed nodesPdke Office Protocol

- Version 3 (POP3J) is intended to permit a workstation to dynamically access a
maildrop on a server host in a useful fashion. Usually, theans that the POP3
protocol is used to allow a workstation to retrieve mail titegt server is holding for

it. POP3 is not intended to provide extensive manipulaterations of mail on the
server; normally, mail is downloaded and then deleted.

The POP server provides an off-line mail system, wherebyeatlusing POP cli-
ent software, can remotely access a mail server to retrieggenic mail messages.
The client can either download the mail messages and imtedygldelete the mes-
sages from the server, or download the messages and leanesisages resident on
the POP server. After the mail is downloaded to the clienthires; all mail proces-
sing is local to the client machine. The POP server allowssgto a user’s mailbox
by only one client at a time.

The Post Office Protocol, version 3 (POP3) is used to pick ugilesross a net-
work. Not all computer systems that use email are connectétle Internet 24

hours a day, 7 days a week. Some users dial into a servicedpra an "as nee-
ded" basis, and others may be connected to a LAN with a pembhananection but

may not always be powered on. Other systems may simply na& thevavailable

resources to run a full email server, might be shielded fracnecticonnection to the
Internet by a firewall security system, or it may be againetdlganisation policy
to have mail delivered directly to user systems. In caseh ssgcthese the email
addressed to the users on these systems is sent to a cerdiiadystem where it is

held for the user until they can pick it up. POP3 allows a usdog onto an email

post office system across the network, validates the uséd apdl password, allows
mail to be downloaded, and optionally allows the user totdedlee mail from the

server.

POP3 is defined in RFC 1939 [RFC1939]. Under TCP/IP the POB® ol is
implemented as an application layer protocol that usesshingsion Control Proto-
col (TCP) (Section 4.4) to establish a reliable connectietwieen the two systems.
TCP uses a pair of ports numbers, one for source and one fonakssn, to iden-
tify each communications link. By default a POP3 client aggilon will contact the
remote server using TCP/IP application port number 110adektination port, and
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will select at random a port from the dynamic or private raf@ethe source port
number. The remote server will normally respond by contiacthe client system
using the private port number as the destination and porbeuil0 as the source.

Commands in POP3 are a single keyword, possibly followedrt®yar more argu-
ments. Keywords and arguments consist of text charactergwérds and argu-
ments are each separated by a single SPACE character. Kisyana three or four
characters long. Each argument may be up to 40 characteys lon

Responses in POP3 consist of a status indicator and a keypasdibly followed
by additional information. Responses may be up to 512 cheratong. There are
two status indicators: positive ("+OK") and negative ("fER Servers send the
"+OK" and "-ERR" messages in upper case only.

Responses to certain commands are multi-line. In thess cafter sending the first
line of the response, any additional lines are sent. Whelinal of the response
have been sent, a final line is sent, consisting of a dot ctaar@c"). If any line of
the multi-line response begins with a dot, an additionalisietdded at the start of
the line to prevent it from being confused with the termioatsequence. This extra
dot is to be stripped by the client program at the user endsatiiis transparent to
the user.

In a typical POP3 conversation, the user application casriedhe post office ser-
ver and logs on with a USER and PASS command. The user theesissSTAT
command and the server responds with a message telling hoy emaail messa-
ges are waiting. The user application then uses the RETR &hdE@ommands to
retrieve each message from the server and, if successaitigved, to delete the
message from the server. Then the user application issuedTac@mmand to log
off of the server. The user then is free to read the messagés'\ofi-line”, i. e. not
connected to the email post office server.

The standard POP3 commands are:

USER (User Nane)

This is usually the first command transmitted after a linkstablished. The argu-
ment identifies the identity of the email Post Office user faress to the post office
server system.

PASS ( Passwor d)

This command must follow immediately after a USER commardithe argument
completes the identification procedure.

STAT (St at us)
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This command requests the status of the user’s post office Hux server will

respond with a message telling how many email messages &hne user's mail

box. The response message has a rigid format, it is "+OK mnwibigle "mm" is

the number of messages and "bb" is the total number of bytetoadge taken by
the messages.

LI ST (Message)

The message argument is optional. If it is not given, theesemill respond with a

list of the messages in the user’s mail box. The list numbach enessage in the
box, beginning with one and incrementing by one for each agssThe list also
gives the number of bytes in each message. If the messagaqtaras given, it

is the number of a message in the user’s mail box on the sérhierresponse is
one line describing the message number and number of bytdstomessage. The
syntax of the LIST command is:

LI ST [ Message]

The following is an example of two LIST commands and the gmesiutput:

Example 7.5-1:

LI ST
+OK 2 nessages (320 octets)
1 120
2 200

LI ST 200
+CK 2 200

RETR (Retreive)

This command instructs the server to send a message fromséris post office
box. The argument is the number of the message to be sent.yhitexf the
RETR command is:

RETR (Message)

DELE (Del ete)

This command instructs the server to mark a message in tiis psst office box
as deleted. The argument is the number of the message todiedielhe syntax of
the DELE command is:
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DELE ( Message)
NOOP (No Operation)

This command instructs the server to take no action other thhaespond with an
"+OK” reply message.

RSET (Reset)

This command instructs the server to Reset the transactioasy messages are
currently marked for deletion, but have not yet been delateddelete flag on those
messages is cleared.

QUIT (Quit)

This command instructs the server to delete any messages¢haurrently flagged
for deletion, then send an "+OK" reply and close the commatioa link. If the
POP3 email Post Office server does not receive a QUIT comnaarydmnessages
marked for deletion will not be deleted.

TOP (List Top of Message)

This command instructs the server to open a selected messaue the header
information (identifying the sender, the message topid, @wssibly other informa-
tion), and the first few lines of the message. The purposeisfitie is to allow a
user to preview a large message without having to retrieyetiire message. The
first argument (Message) identifies the message by numbersdtond argument
(Lines) tells how many lines from the beginning of the mesdagsend. The syntax
of the TOP command is:

TOP (Message) (Lines)
U DL (Unique Identifier List)

This command instructs the server to reply with a uniquetilenfor messages in
the user’'s mail box. The argumentis optional. If it is notganet, then the server will
send a multi-line list with a unique ID for each message inuber's mail box. If
the argument is present, it identifies a specific messagerper and the response
gives the unique message ID for that message. The form ofrtigeie ID is server
dependent. The only requirement is that it be unique andgpens. This means that
for the life of the user ID on that server, it will not generéite same value for more
than one message. It also means that the unique ID for a gieesage will persist
from POP3 session to session. If the user disconnects, duemmects at a later
time, a given message will have the same unique ID (this isiaoessarily true of
numeric message 1D numbers). The syntax of the UIDL commsind i
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U DL [ Message]

APOP (Aut henticate Post O fice Protocol)

The APOP command can be used instead of the USER and PASS caisitoa
identify and validate a user. When a user first connects toR3@rver, the server
responds with a single line greeting message. If the APORM@amd is supported
by a server, there will be specific information in the gregtimessage. A client that
supports the APOP command combines this information withuter password to
generate a unique code. The user name and this code are ittadsmthe server
as the arguments of the APOP command so that the passwordugeras not

transmitted across the network in clear text. The syntak@®POP command is:

APOP (Nane) (Code)

If a user does not have a POP3 client application, or for tirpgmes of testing
and troubleshooting, it is possible to use a Telnet clieqiieation to contact a
POP3 server and retrieve email messages. This is done bgtfliethto port 110
and entering the commands manualy.

7.5.2 IMAP

IMAP (Internet Message Access Protocol [RFC2060], forgnknown as the Inter-

active Mail Access Protocol) is a protocol for email clietagetrieve email messa-
ges from, and work with the mailboxes on, a mail server. IMAkhe protocol that

IMAP clients use to communicate with the servers. SMTP ispitz¢ocol used to

transport mail to an IMAP server.

IMAP4, the latest version, is similar to POP3 but offers &#iddal and more com-
plex features. For example, the IMAP4 protocol leaves youaiemessages on the
server rather than downloading them to your computer. Ifw@in to remove your
messages from the server, you must use your mail client tergenlocal folders,
copy messages to your local hard drive, and then delete gnthgr the messages
from the server. IMAP was developed at Stanford University986.

The IMAP server provides a superset of POP functionalitylaista different inter-
face. (Thus, there are IMAP-specific mail clients and POEt#ic mail clients.)
The IMAP server provides an off-line service, as well as ario@ service and
a disconnected service. The IMAP protocol is designed tajienanipulation of
remote mailboxes as if they were local. For example, clieatsperform searches
and mark messages with status flags such as "deleted" or éaexdivIn addition,
messages can remain in the server’s database until ekptemoved. The IMAP
server also allows simultaneous interactive access toraaéboxes by multiple
clients.
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An IMAP server knows four states. Normally, the server i@ hon-authenticated
state after being connected. Here only the login and logbaiconnection can take
place. After authentication by the client, the server ga&stihe authenticated state.
Now a mailbox can be chosen, on which is to be worked in theeotigession. Then,
in the selected state messages in the mail box can be prdcédssr working on
the mailbox, and from every other state, too, the server bamge to the logout
state to end the session.

In each of the mentioned states the server accepts manypf@ssmmands. In the
authenticated state these are commands to handle (insetifyndelete) folders.
In the selected state, the client can get and modify singlesages. Each IMAP
command (as defined in RFC 2060) starts with a so called taighvidra number
for identification of the command. IMAP is a very complex matl. For details,
the reference of RFC 2060 is recommended. To get an impredsike a look at
the following IMAP session:

demut h@i bauer: ~ > tel net bonsai.fernuni-hagen.de 143

Trying 132.176. 114. 21. .

Connected to bonsai.fernuni-hagen. de.

Escape character is '*]'.

* OK bonsai . fernuni-hagen.de | MAP4revl v11. 237 server ready
0000 LOGE N denut h el vi sforever

0000 OK LOGE N conpl et ed

0001 SELECT | NBOX

*+ 11 EXI STS

*+ 0 RECENT

* OK [ Ul DVALI DI TY 943440696] U D validity status

* OK [ Ul DNEXT 33069] Predicted next U D

* FLAGS (\ Answered \Fl agged \Del eted \Draft \ Seen)

* OK [ PERVMANENTFLAGS (\* \Answered \Fl agged \Del eted \Draft \Seen)] Perns
OK [UNSEEN 10] 10 is first unseen nmessage in /var/mail/demnuth
0001 OK [ READ-WRI TE] SELECT conpl et ed

0002 FETCH 1:10 (FLAGS)

* 1 FETCH (FLAGS (\ Seen))

*+ 10 FETCH (FLAGS ())

0002 OK FETCH conpl et ed

0003 FETCH 1 (RFCB822)

*+ 1 FETCH (RFC822 {15271}

Recei ved: from el m fernuni-hagen.de (el mfernuni-hagen.de [132.176.114. 24
by bonsai . fernuni - hagen.de (8.8.8+Sun/8.8.8) with ESMIP i d LAA12589

for <denmut h@onsai . f ernuni - hagen. de>; Mon, 17 Jul 2000 11:54:58 +0200 ( ME
Resent - Message- | d: <200007170954. LAA12589@onsai . f er nuni - hagen. de>

Recei ved: from | gksl. fernuni-hagen.de by el mfernuni-hagen. de

via | ocal -channel with ESMIP; Mon, 17 Jul 2000 11:54: 30 +0200

DODLOHLBDOLDLOODDLOLDONLDOLONOOOO
*

To: Multiple recipients of |ist news <news@nn. de>
Repl y-To: GNN Newsl etter Feedback <feedback@nn. de>
From GN\N Redaktion <owner gnnnews@nn. de>

X-Mailer: GNN-Newsletter V2.0

Date: Mon, 17 Jul 2000 11:16:23 +0100

Subj ect: Gol em Network News: 17. Juli 2000

W nunonon:
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Cont ent - Lengt h: 13300
GOLEM Net wor k News
17.07. 2000, 11:07

0003 OK FETCH conpl et ed
0004 FETCH 1 (FLAGS)

* 1 FETCH (FLAGS (\ Seen))
0004 OK FETCH conpl et ed
0005 FETCH 1 (RFC822. S| ZE)

0005 OK FETCH conpl et ed
0006 LOGOUT

0006 OK LOGOUT conpl et ed

x 1 FETCH (RFC822. SI ZE 15271)

Message- | D: <20000717111618. 181611. i n@rai | . gnn. de>

http://ww. gnn. de/

* BYE bonsai . fernuni-hagen. de | MAP4revl server termnating connection

Connection cl osed by foreign host.

Some of the most important commands are shown in the follpwahles:

Commands possible in any state:

CAPABI LI TY prompts the server to send a list of his capabilietes to the
client

NOOP mainly nothing; can be used to reset the time-out timer

LOGOUT disconnects

Commands possible in Non-Authenticated State. Both comdsame used to

change to the authenticated state:

AUTHENTI CATE <aut hentification
schene>

starts authentification with the given
method (see also RFC 1731: IMAP4
Authentification Mechanism [RFC1731])

LOA N <nane> <passwor d>

authentification

Commands possible in Authenticated State:

SELECT <nmuai | box>

selects a mailbox and provokes the server
to change into the selected state.

EXAM NE <mmai | box>

gives information about a mailbox

CREATE <mai | box>

creates a new mailbox.

DELETE <nmai | box>

deletes a a mailbox

RENAME <mai | box> <new mai | box
nanme>

renames a mailbox

SUBSCRI BE <nmmi | box>

activates a mailbox or newsgroup

UNSUBSCRI BE <nmai | box>

deactivates a mailbox or newsgroup

STATUS <mai | box> <dat a>

gives information about the prompted
mailbox

APPEND <rrai | box> [ <f | ags>]
[ <dat e>] <nessage>

adds a mail to the mailbox
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Commands possible in Selected State:

CLCSE deletes marked messages following a
change to authenticated state

EXPUNGE deletes marked messages

SEARCH [ <char acter set>] searches the mailbox with the given

<criteria> criteria

FETCH <nmessages> <dat a> gets one or more messages

7.6 Mailing lists

Mailing lists can be used to address many receivers at ortoeegtablish mail based
discussions using mail exploder. Mail exploders are part of an email delivery
system that allow a message to be automatically and effigidalivered to a list of
addresses, thus implementing mailing lists. Users sendages to a single address
(e.g.,bsc-internet-course@ er nuni - hagen. de) and the mail exploder
takes care of delivery to the individual mailboxes in the lis

Actually, the mailing list is a database of email addressssd by the mail exploder.
Normally, a mailing list offers two special addresses:

e Subscriptionaddress e.gsc- i nt er net - cour se-request @ er nuni - hagen. de
This is an email address to subscribe to the mailing list. thMasl other admi-
nistrative functions can be handled with this address, @naser has become
a member of the list. These functions are, among other, ¢charaj the own
address, temporarily deactivating the forwarding of mgesaunsubscribing,
etc.

e List address (see above): To this address actual messagé® cent to by a
subscribed user. These messages are then transporteth icseaember.

Mails addressed to a mailing list address are sent to the erplbder. The mail
exploder obtains the mailing list data from the accountalaade, expands (explo-
des) list traffic to the subscribed user addresses, andtesvihie messages so that
they contain the appropriate list information (prologud tepilogue text, etc.).

Tab. 7.6-1: Database of a mail exploder

list name description

tutors gerd.steinkamp@fernuni-hagen.de,
dagmar.sommer@fernuni-hagen.de,
michael.stepping@fernuni-hagen.de,
thomas.demuth@fernuni-hagen.de

friends john.doe@everybodies-darling.de,
anne.nonymous@nowhere.us

other bill@microsoft.com,

hk@gangster.de
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Table 7.6-1 shows a database with three mailing lists. Toemdda mailing list

correctly, a user has to add the name of the server the mddaepis running on.

If the mail exploder runs at the FernUniversitat, the cdrreail address to send
an email to all tutors ist ut or s@ er nuni - hagen. de. The email will then be

forwarded to all four list members. With this mechanism adpigup of users can
communicate without the need to exchange their email addsesxplicitely.

7.7 Netiquette

It is essential for each user on the network to recognisedisisansibility in having
access to the internet. The user is ultimately responsiblii$ actions in accessing
network services.

The "Internet"” is not a single network; rather, it is a grofithousands of individual
networks which have chosen to allow traffic to pass among tAdra traffic sent
out to the Internet may actually traverse several diffenetivorks before it reaches
its destination. Therefore, users involved in this inténoeking must be aware of
the load placed on other participating networks.

As a user of the network, you may be allowed to access othetonlet (and/or the

computer systems attached to those networks). Each netwsgistem has its own
set of policies and procedures. It is the users resporgibiliabide by the policies
and procedures of these other networks/systems. Remeitmbéact that a user can
perform a particular action does not imply that they shoaletthat action.

The use of the network is a privilege, not a right, which magperarily be revoked

at any time for abusive conduct. Such conduct would inclhéeglacing of unlaw-

ful information on a system, the use of abusive or otherwigeationable language
in either public or private messages, the sending of messhgeare likely to result
in the loss of recipients’ work or systems, the sending ofdiGhetters," or "broad-

cast" messages to lists or individuals, and any other typsefwvhich would cause
congestion of the networks or otherwise interfere with tloeknof others.

7.7.1 Some simple rules for behaviour on the internet:

e Typing mail messages all in upper case is considered SHOGT#Xd rude.

e When quoting someone else, remove what isn’t directly apple to your reply.
Don’'t automatically quote the entire body of messages yeueplying to when
it's not necessary. Leave only the minimum necessary toigeogontext for
your reply.

e Be professional and careful what you say about others. Esaisily forwarded
and often archived or stored, so whatever you say may conketb&aunt you.

e Never sencthain letters through the Internet. A chain letter is simply sending
the same email someone sends to you to other people, jubtfsake of sending
the letter.
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Be careful when using sarcasm and humor. Without face todasenunication
the other person may take your words as criticism. When bieimgorous, use
emoticons to express humor. (tilt your head to the left talseemoticonsmile)
:-) means happy face.

It is extremely rude to forward personal email to mailingdiflist-serv) or Use-
net without the original author’s permission.

When you join a list serv or newgroup, monitor the messagea few days to
get a feel for what common questions are asked, and whatstepe&cdeemed
off-limits. This is commonly referred to as lurking. Whenuwfteel comfortable
with the group, then you can start posting.

See if there is &AQ (Frequently Asked Questions) for a group that you are
interested in joining. Veteran members get annoyed whey ske the same
questions every few weeks.

When signing up for a group, save your subscription confilmndetter for refe-
rence. That way if you go on vacation you will have the sulpdion address for
suspending mail.

Sending a subscription or unsubscription notice directlihe list instead of to
a listserv is annoying to others. Only messages meant toduelye the entire
group should go to the list.

Send a personal mail message aimed at one person to thahpenst to a
publicly distributed news group or list-serv. Otherwise drepared to get emalil
messages teasing you or expressing people’s annoyance.

Follow any and all guidelines that the list owner has posteeljist owner esta-
blishes the local "netiquette" standards for his list.

When posting a question to a discussion group, requestdalpbnses be direc-
ted to you personally. Post a summary or answer to your aurestithe group.

Posting aradvertisement in news groupsunless it is specially chartered for
that purpose like the forsale newsgroup or sending unsadi@advertisements
with email is considered rude and in violation of the spifitlee Internet.

If you mustcross-postmessages to multiple news groups, include the name of
the groups at the top of the mail message with an apology fpdaplication.

Be courteous and respect other people. If you are abusiveryothe risk of

the Internet community using its own form to chastise youe Titernet com-

munity can use their individual or collective "voices" tdanm and sometimes
even ostracise you with "flame" (see below) messages. Iflyoarish behavior
persists, they can contact your Network Administrator fmoréyour abuses.

7.7.2 Further remarks on Netiquettes

Many beginners try to use all features their email clientgrofThis leads to
annoying things likeHTML in emails or Vcards (electronic business cards) in
emails. This is bad behaviour (s. exercises for explanation
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Don't "flame." A flame is an inflammatory or critical message. Avoid segdin
junk emails, emails with insufficient information or any etlemail that might
trigger an upsetting response from the recipient. If you ebflamed, the best
thing to do is to just ignore the message. Responses to flaanesscalate into
"flame wars."

Don't "spam'. Spam, used in reference to email, means electronic garissmn-
ding junk email (such as an advertisement) to a newsgroupistr serve, or to
anyone you don’t know, is considered "spamming.” "Spamfhoiten causes
"flames."

And:

Be patient!
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8 World Wide Web

8.1 Goal of the Chapter

This chapter gives an overview over technical foundatidriseWorld Wide Web.

The chapter starts with an explanation of the basic concépitee World Wide Web
(WWW). The Standard Generalized Markup Language (SGMLhdstdy introdu-
ced which forms the basis for other markup languages like Hak the Extended
Markup Language (XML). In the following section basic elerteeof HTML are
exlpained. After reading Section 8.4, the reader will beeablwrite simple HTML
documents.

With increasing complexity of the tasks concerned with Wetharing it is import-
ant to follow generally approved guidelines. One such dundas to separate con-
tent from presentation. In case of HTML authoring this isiaecéd by employing
Cascaded Style Sheets (CSS) which will be introduced in@e8t5.

The Extended Markup Languages (XML) aims at further impmgwihe concept of
separation of the content from the presentation. XML féastéds the creation of
content that must be displayed on a variety of devices likevbers, PDAs, Web
TVs, WAP mobile phones, etc. The basic concepts of XML willibigoduced in

Section 8.6.

The transport protocol that is employed for the transmissioweb documents is
the Hypertext Transport Protocol (HTTP). It will be intrashd in Section 8.7.

8.2 Fundamentals of the World Wide Web

The main concepts behind the Web’s way of structuring docusere multimedia,
hyperdocuments, and distributed documents.

Multimedia is the integration of different media types into one docummeadel,
e.g. avideo sequence in combination with an audio sequence.

Hyperdocumentscan be divided inttdypertext andHypermedia.

Hypertext is non-sequential writing. The term was introduced by Theddelson
in 1965 as a body of written or pictoral material intercorteddn such a complex
way that it could not conveniently be presented or represkan paper [Len97].
Nelson described hypertext systems as text chunks comhegtiénks which offer
the reader different pathways.
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Alternative
Expands
lllustrates

D

Fig. 8.2-1: Hypertext

Hypermedia (see Fig. 8.2-2) extends the Hypertext conoepiat also multimedia
objects can be incorporated in addition to the text chunke.r€sulting hypermedia
document is a media mix consisting of text and multimediaotsj which can be
arbritrarily linked. In practice, hypermedia and hypettase very often treated as
synonyms. Table 8.2-1 shows some examples of hypermedensys

Hypermedia

Fig. 8.2-2:  Definition of hypermedia

Distributed documents are scattered across a network. This means that complete
documents or parts of them can reside on different computers

The Web can be said to to implemerdiatributed hypermedia document model
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Tab. 8.2-1: Examples of Hypermedia systems

System Description

Xanadu 1965, Theodor Nelson, "Inventor" of
hypertext

Hyper Card 1987, Predecessor of many following
hypermedia systems, Apple Macintosh

wWww 1990, global distributed hypermedia

system based on Hypertext Markup
Language (HTML) on top of the Internet

infrastructure
HM-Card 1993, Freeware Hypermedia System
MPEG-4 1999, Next generation hypermedia

system standardized by 1ISO

The basic idea of a globally interconnected hypermediaesystas developed at
the European Laboratory for Particle Physics (CERN) in 18301992, 26 relia-
ble web servers were available. The first important devetagwhich boosted the
popularity of the Web was Marc AndresseeNIssaic in 1993. This was the first
comfortable and powerful browser, and soon after its reldhs general public
began to recognize the Web for the first time.

In 1994, theWorld Wide Web Consortium (W3C) was founded as an interna-
tional organization for standardization of the Web. In tlegibning, the key areas
for development were the Hypertext Transport Protocol (RYa@nd the Hypertext

Markup Language (HTML). Nevertheless, the standards sekkdy the W3C had

little influence because Netscape, which was founded by Madresseen in 1994,

dictated the HTML syntax by inventing proprietary tags,shproducing de-facto

standards which had to be followed by all HTML applications.

In 1995, the entrance of Microsoft with the Internet Exptongarked the begin-
ning of the so-calletbrowser war. In the following, the two contenders Microsoft
and Netscape tried to achieve market dominance by frequienglementing new
features in their browser products.

Finally, by the end of the last decade, the leadership of tBE€\Wgarding standar-
dization was accepted by both companies.

The Web relies on three mechanisms for the disseminationfofmation. These
are:

1. A uniform naming scheme for locating resources on the \WehUniform
Resource Identifier (URI).

2. Protocols, for access to named resources over the Weblyggrtext Trans-
port Protocol (HTTP) andWireless Access Protocol (WAP)

3. Hypermedia document format, for easy navigation amoisguees, e.g.
Hypertext Markup Language (HTML) .

One significant difference of the Web in comparison with otHgpermedia sys-
tems is, that links are not locally restricted. As long as d d&h be defined, the
resource can be accessed all across the Internet.
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8.2.1 Universal Resource Identifier (URI)

Since the Web is a distributed information system there rbest way to uniquely
specify a resource. Most people who already have worked tw&h\Veb know the
meaning of the terrlink . A link is a kind of pointer which connects the document
in the current context with an information resource in apottontext. In the Web,
this linkage is established with@niverse Resource Locator (URL) So what is
the difference between a URI and a URL?

This questions can be answered by carefully looking at tiferdnt meanings of
identifier andlocator. An identifier is more than just a link. It provides a unique
identification of a resource indepent of its current locatid locator on the other
hand, exactly specifies where a resource with a certainifaerdan be found.

An URI allows the ditinction betweenladniversal Resource Name (URNand the
Universal Resource Locator (URL)(see Fig. 8.2-3). URNSs are used to specify the
names of information resources, while URLSs are used to §pémir addresses.

URI

URN URL

Fig.8.2-3: URI

Example 8.2-1:
The current HTML 4.0 standard can be arbitrarily describgdhe following
identifier:

VBC/ HTML401/ r evDec1999.

The actual document can be in different places all acrosg/te It will surely
be somewhere on the W3C web server, e. g.

http://www.w3.org/TR/html4/,

but can also be mirrored by multiple other web sites, e. g.
http://ww. webdesi gn. com st andar ds/ ht m 401. ht m or
http://ww. acadeny. conf cour ses/ web/ ht M / st andar d. ht m

The syntax of a URI is the following:

uri = schene ":" schene-specific-part
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The schemeof a URI identifies the naming scheme which is used for thigipar
cular URI. This part of the URI is seperated from the rest ef tiRl by a colon.
Currently, a number of schemes are well defined, andintteenet Assigned Num-

bers Authority (IANA) maintains a list of these schemes and references to their
definitions.

Thescheme specific parbf a URI contains the actual identification of the particular
object in a scheme specific way. The interpretation of thit glthe URI depends
entirely on the scheme being used.

Example 8.2-2:

The URIhtt p: // wwv. f er nuni - hagen. de/ can be seperated into the
schemeht t p which defines that the object addressed can be accessed by the
HTTP protocol (see Section 8.7), and the scheme specific part

[ I ww. f er nuni - hagen. de/,

which defines the actual object being referenced.

It is not possible to differentiate between URLs and URNgagtically. Hence, it
is always necessary to interprete the URI scheme part irr todkecide wether it is
a URN or URL.

8.2.1.1 Uniform Resource Locator (URL)

Currently, a number of schemes are defined by the IANRRE 1738Some popu-
lar URL schemes are listet below:

e http: Access to the desired object via the HTTP protocol

e https: Secure Access via HTTP over SSL (secure socket layer)
e ftp: Access to the object via the FTP protocol

e file: Access to a host-specific file (e.g. on the local harde]riv

e mailto: Specifies an email address

e news: This scheme refers to newsgroups

The scheme specific part has the following general syntantyjpa brakkets are
optional):
“[/"[user[":"password]"@]host[":"port]"/"] url-path

Example 8.2-3:
http://wal | ace: grom t @ww. bbc. com 8080/ nenber s. ht m

Here, the usenal | ace with the passwordjr om t connects to a restricted
web site which is placed on a web server that runs on 080 (the default
port for web servers is 80). Note: There are two securitydssa this example.
Firstly, in most cases it is not advisable to include sevesitiformation like user
name and password in a URL. Secondly, do not use pet namesswqds.
They can be guessed very easily.
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8.2.1.2 Uniform Resource Name (URN)

URNSs are persistent identifiers for information resourdéRNs are still under
development and at the moment there is no infrastructutesthmports URNSs. This
infrastructure is necessary to resolve the URL for a giverNYBimilar to DNS).
The syntax of URNs is defined IRFC 2141. At the moment, it does not seem
likely that URNs will be employed in the Web in the near futurepractice, URI
and URL can be used as synonyms. The official standards of 8@ ¥ge the term
URI.

8.3 Standard Generalized Markup Language

8.3.1 SGML concepts

The introduction of computers in many facets of human aatisialso reflects on
the field of publishing. Since the early 1980s a constansttiamm from paper based
publishing to computer assisted publishing has occuredayfat is common to
use computer based word processing systems to write letenspapers, books,
WWW pages, etc. Some important advantages of computersirsping applica-
tions are

e High volumes of data can easily be stored and managed.
e Itis much more comfortable to edit large documents in com@ihan on paper.
e Electronic documents can be exchanged and distributedeasily.

e It is possible to derive multiple "views" from the same s@udocument. For
instance, an address list can be turned into a directory perpaut on CD-
ROM, made available as a database to allow interactive oil @e@ess on the
Internet, or used to print a series of labels.

To allow such applications with different views on a docutreis not sufficient to
employ word processing systems that emphasize WWBIWYG (What you see
is what you get) oriented display and printing. These wortessors are suitable
for office and private applications but are not able to prewdtisfactory semantical
and structural functions.

For this reason, the Standard Generalized Markup Langu&@#1() was defined
and standardized by ISO in 1986. The basic idea of SGML is¢parsition of con-
tent and presentation. SGML only deals with content and thuetsire of content,
and leaves the presentation of this structured contenh&r atechanisms. SGML is
employed in large documentation projects for the aeros@atemotive, semicon-
ductor, defense, telecommunication and other industndbese kind of industries
information and documents have to be stored over decadesiasidbe accessible
any time. Given the case that today a document is stored imaatoof a popular
word processor there is no guarantee that this piece of aodtwill exist in ten
years from now. Even if the software would still exist, thelpability that it could
read the old format is very low.
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SGML's seperation of content and presentation allows thttas (e. g. scientists)
can concentrate on content and publishing specialists aacentrate on the pre-
sentation. Although SGML was successfully employed in thbklighing industry
its popularity stems from the fact that it is the basis of HTMih fact, HTML is
completely defined in SGML and is said to b&&ML application.

An important concept of SGML is that the structure of SGML alments is defined
by document classesAlthough the notion of document classes is not important fo
HTML (there is only one document class for HTML) it is of ineeng importance
for the Web because of the advent of taetensible Markup Language (XML)
which allows arbitrary document classes. In contrast to HTXML is nota SGML
application but a subset of SGML.

8.3.2 The SGML Document Instance

Markup is a general concept of mixing content and structural inétrom in the
same document. Structural information is defined in termeerhentswhich have
unique names likehapt er or secti on. To distinguish markup information
from regular content, element names are placed insidekup delimiters (<"
and >"). An element name with markup delimiters is also caltad. Tags are
employed to visually mark start and end points of an elem&ntexample of a
simple SGML document may is displayed below:

<book>

<headi ng>Conput er Net wor ks</ headi ng>

<aut hor >Andrew S. Tanenbaunx/ aut hor >
<chapt er ><headi ng>The Physi cal Layer </ headi ng>
<secti on><headi ng>Tr ansni ssi on Medi a</ headi ng>
<par agr aph>

</ par agr aph>

</ section>

<secti on><headi ng>Tr ansni ssi on and Swi t chi ng</ headi ng>
<par agr aph>

<par agr aph>
</ section>

</ chapt er >
</ book>

It can be seen that the document is hierarchically strudtwith meaningful tags
(semantic information). It can be observed that there aoetyyes of tags:

3 The tags have a meaning for human users, not computers
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e <...>tags mark the beginning of a structural component (elemeng. the
<chapt er > tag identifies the beginning of a new chapter.

e </...>tags markthe end of a structural component, e. g<theect i on>
tag identifies the end of a document section.

In the example above, there are soxapar agr aph> tags which have no associa-
ted ending tag. This is possible in SGML and HTML when it isatJevhere the
ending tag can be expected (in XML, it is not allowed to omdieg tags).

The structure of the SGML document can be displayed gralii€#y. 8.3-1 shows
the structure of the example document and it can be seenhihaloicument exhi-
bits a tree structure with theook element as root element. Other elements follow
as branches of the root element. The leaves of the tree atexhelements inside
the tags. Hence, the graphical representation of the danuimealled thedocu-
ment tree. In this example th&ook element is referred to as being tharent of
thechapt er and theaut hor element. The chapter element itself has thdd-
ren: theheadi ng and thesect i on elements. Théeadi ng and thesect i on
elements arsiblings.

book

chapter author
heading section

I
paragrap

heading

Fig. 8.3-1:  Structure of an example SGML document

Besides the element concept SGML defiaggbutes which allow additional infor-
mation inside an element:

<chapter id="infra">Internet Infrastructure</chapter>
<headi ng>The Physi cal Layer </ headi ng>

<section id="sct-transnedi a">

<headi ng>Tr ansm ssi on Medi a</ headi ng>

<par agr aph>
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In this example thehapt er andsecti on element are augmented with ad
attribute. In this example, thied attribute holds additional information which can
be used to refer to the chapter and section. A reference fritnirva paragraph to
the chapter "Internet Infrastructure” may be constructefbbows:

<par agraph>l n<reference style="link" id="infra">t was
expl ai ned t hat

Here, thest yl e attribute is used to specify that the reference should dechhe

a hyperlink to the referred chapter. Depending on the typ®mwhatting this can
have different effects. If the document is formatted as &f@obyperlink cannot be
employed and the reference could be resolved into

In chapter 3 on page 34 it was expl ai ned that

This type of reference does not make sense on web pages Wieeeeis no page
mechanism. For a web page the reference can be resolvedaagstol

| nchapter 8t was expl ai ned t hat

Here, a hypertext link is created which points to the refkaleapter.

8.3.3 Presentation of Contents

It is obvious that the examples above do not include any in&dion about the pre-
sentation of the text (e. g. no font type or size). It only dstssof logical elements
which are arranged in a certain structure. This means teatukhor can write the
contents of the document without knowing how it will be desggd in the finished
product. Whether the contents of the document are displagedcomputer screen,
represented aurally or printed as a book has nothing to dothét document itself.
This is the concept which makes SGML so popular in the puinigsmdustry. For
the presentation of the structural elements SGML specifiebcument Style
Semantics and Specification Language (DSSSL$ince DSSSL is very powerful
and complex it will not be described in detail here. Theretaeother similar style
languages which are of greater importance for the Web arndwitlescribed later
in the chapter. These afeascading Style Sheets (CS&)d theExtensible Style
Language (XSL).

8.3.4 The Document Type Definition (DTD)

To fully exploit the advantages of structured documents,ntfarkup scheme must
adopt a clear set of rules. In SGML, these rules are defineddocament type
definition (DTD). The DTD specifies which elements and attributes are allowed
and also defines the structural relations between the elsmBy defining clear
rules the exchange of documents between authors and peuslisifascilitated. For
the book document in Section 8.3.2 the DTD may look as follows
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<! ELEMENT book (aut hor, headi ng, chapter+) >

<! ELEMENT chapt er (headi ng, par agr aph*, sectionx) >
<! ELEMENT section (headi ng, par agr aphx) >

<! ELEMENT aut hor (#PCDATA) >

<! ELEMENT headi ng (#PCDATA) >

<! ELEMENT par agr aph ( (#PCDATA| reference) x) >
<! ELEMENT reference EMPTY >

<I ATTLI ST (chapter|section)
i d CDATA #l MPLI ED >

<I ATTLI ST reference
i d CDATA #REQUI RED
style (link|page) Iink >

The DTD in this example consists of two parts. The first paritams element
declarations and the second part consistsaifribute declarations. The syntax
rules applied in this DTD are listed in Table 8.3-1.

The DTD specifies that a book element containsaam hor and aheadi ng,
and must contain at least ondapt er (indicated by the "+"). Achapt er con-
tains aheadi ng and may contain severphr agr aphs andsect i ons (the "*"
indicating zero or more occurences opar agr aph or secti on). A section
also contains Aeadi ng and severgbar agr aphs. Theaut hor andheadi ng
element do not accomodate any further elements and onlaicoattual content
in form of characters. Such elements are identified bykéavord#PCDATA. A
par agr aph may contain textual content and references to other parttseatext
(the "|" indicates an "or" relation betwegfPCDATA andr ef er ence). The last
element in the list is theef er ence which neither contains any elements nor tex-
tual content (it only contains attributes). This is indexhby the keywordEMPTY.

Tab. 8.3-1: Basic SGML syntax rules

Syntax rule Meaning

(...) Delimits a group

A A must occur, one time only

A+ A must occur one or more times

A? A must occur zero or one time

Ax A may occur zero or more times

+(A) A may occur

-(A A must not occur

A| B Either A or B must occur, but not both
A, B Both A and B must occur, in that order
A &B Both A and B must occur, in any order
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In the attribute declaration the first attribute to be defiigetthei d attribute which
can be used insidehapt er andsecti on elements¢hapt er andsecti on
elements share the same definition). The keyv@ATA indicates that thed attri-
bute takes character data as values. This attribute cangldeopsionally inside the
elements which is expressed by thé¢ MPLI ED keyword. Ther ef er ence ele-
ment contains two attributes. Since a reference withoutlantification of what is
referred to does not make any senseittettribute is mandatory faref er ence
elements. This is indicated by the keywo#dREQUI RED. The second attribute is
the st yl e attribute which specifies if the reference should be madeim fof
a hyperlink or page reference. If red yl e attribute is given the default value is
l'i nk.

SGML also contains techniques for adding standard (bddeptext to a document
and for handling characters that are outside the standardcter set, but which are
available on certain output devices.

Commonly used text can be declared within the DTD as admtity. A typical text
entity declaration could take the form:

<IENTITY fernuni "FernUniversitaet Hagen">

Once such a declaration has been made in the DTD users can esgtg reference

of the form&f er nuni ; in place of the full sequence. An advantage of using this
technique is that, should the name of the university refietoeby the mnemonic
change later (e. g. into "Universitat Hagen"), only the ymrthe DTD needs to be
changed as the entity reference will automatically calhi@ tatest definition. The
"&" is calledentity reference open delimiter (ERO)and the } " is calledentity
reference close delimiter (REFC) This type of entity reference is also callgene-

ral entity reference.

Another type of entity reference is tikbaracter entity referencewhich allows the
specification of characters which are not available usingydb&ard. For example,
the german Umlaut 6 (which is not available on an americabéasd) can be adres-
sed ak#214; . Here the character sequen&#" is calledcharacter reference
open delimiter (CRO).

In HTML, entity references are made for special characters.
<IENTITY Qum CDATA "&#214;" >

This general enitity declaration declares et entity to be replaced by the cha-
racter entity reference&4214; ", which references the german upper case letter O
within thel SO 10646 character set.

8.3.5 The SGML declaration

The SGML declaration specifies basic facts about the dialeSGML being used
such as the character set, the codes used for SGML delinfiterbave used "<"
and ">" so far), the length of identifiers, etc.. Furtherm@€eML defines a number
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of options which can be used in different ways. These ardalgs which have to
be defined prior to developing an actual DTD.

8.3.6 SGML applications

An SGML application consists of all the parts which were diésd in the prece-
ding sections:

1. An SGML declaration that specifies which characters arlinders my
appear in the application

2. A DTD which defines the syntax of markup constructs.

3. The document instance containing content and markuph Bacument
instance contains a reference to the DTD to be used to irteitpr

The processing system that analyses the SGML documenhagstand checks if it
conforms to the DTD is calleBarser.

8.4 Hypertext Markup Language (HTML)

8.4.1 Brief history of HTML

HTML was originally developed by Tim Berners-Lee while atiRI&, and popula-
rized by the Mosaic browser developed at NCSA. Table 8.443an overview of
HTML’s version history.

Tab. 8.4-1: HTML/XML version history

Standard Year
HTML 2.0 1994
HTML 3.2 1997
HTML 4.0 1997
XML 1.0 1998
HTML 4.01 2000
XHTML 1.0 2000
XHTML 1.1 2000

Originally, HTML is a markup language which was defined in SIGNMh the course

of the last few years it was recognized, that HTML is not fléxienough for the
new Web applications. Furthermore, it was realized, thatwleb needed a format
which was more about content than about how to present themorSGML was
too complicated to be successfully employed in the Web enmrent, and thus

a new markup language was defined by the W3C Bkiensible Markup Lan-
guage (XML). XML was conceived to overcome the shortcomings of SGML for
web applications and is a subset of SGML. XML is said to pre\8@% of SGML's
functionality while only showing 20% of its complexity. XMis not supposed to
replace HTML but provide means to create content withouirttato deal with the
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presentation of that content. It is expected that XML wiéa great impact on the
future of the Web.

Year 2000 marks an important change in the history of HTMLe Buthe growing
importance of XML the W3C decided to newly define HTML in XMLh(ts leaving
SGML). This new HTML standard was namé&tensible HypertText Markup
Language (XHTML) and is about to completely replace HTML 4.0 in the near
future. The most significant properties of XHTML are thatdstextensible and is
more strict in regard to syntax conformance than the origfi&ML, while still
providing a certain compatibilty to older HTML standards.

Nevertheless, in this course we will refer to the HTML 4.0dnstard which is the
most popular version at the moment and will remain so in tlae hdure.

8.4.2 Basic HTML

HTML was originally conceived to be a language for the exgjeanf scientific and
other technical documents, suitable for use by non-doctseecialists. HTML
addressed the problem of SGML complexity by specifiying alkseaof structural
and semantic elements suitable for authoring relativehps documents. In addi-
tion to simplifying the document structure, HTML added sogifor hypermedia.

There are three DTDs which can be used for the interpretainehgeneration of
HTML documents. (see Table 8.4-2)

Tab. 8.4-2: HTML DTDs

DTD Description

Transitional DTD The transitional DTD should only be used for interpreting
HTML documents because it includes deprecated elements
and attributes. These elements and attibutes are still valid
but will not be supported by future HTML standards. User
agents should still be able to display these tags correctly
but they should be avoided during the generation of HTML
documents. Examples of tags which should be avoided are:
<BASEFONT>, <CENTER>, <FONT>, <S>, <STRIKE>,
and <U>. The formatting functionality of these tags should
be achieved by using Cascaded Style Sheets.

Strict DTD The HTML 4.0 DTD includes all elements and attributes
that have not been deprecated or do not appear in
framesets. This DTD should be emloyed for the generation
of HTML 4.0 documents.

Frameset DTD Since HTML 4.0 frames are officially supported. This DTD
should be used in HTML documents that define a frameset.

An HTML 4.0 complient browser contains a parser that is abledlidate docu-
ments according to all three DTDs. The parser in an HTML beswses this fixed
set of three DTDs and the HTML SGML declaration (see Fig.B.4-
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HTML
Document

HTML SGML

Declaration HTML DTDs

HTMLParser

HTML Browser

Fig. 8.4-1: HTML Browser

8.4.3 Basic Structure of an HTML Document

The basic structure of an HTML document looks as follows:

<! DOCTYPE HTM. PUBLIC "-//WBC// DTD HTM. 4.0/ /EN'
"http://ww. w3. org/ TR REC-ht m 40/ strict.dtd">

<htnm >

<head>

<title>Title of the docunent</title>

</ head>

<body>

Content goes here ..

</ body>

</htm >

In every HTML document the HTML version must be indicated pedfying the
HTML DTD. In this case the HTML strict DTD is employed which ares that
deprecated elements are not allowed.

An HTML document consists of two parts, a document head wiscspecified
inside the<head> tags and a document body which is specified insidectiwdy >
tags. The document head contains information about thendet) e. g. the title
of the document. The document body contains the actual obtitat is displayed
when the document is viewed with a visual user agent (brgwser

8.4.4 Document Head
8441 Title element

Every HTML documentnusthave a& i t | e element in thénead section. Authors
should use théi t | e element to identify the contents of a document.
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8.4.4.2 Meta data

Meta data is information about a document rather than document conkéeta
data can be used by Web search engines to classify web pagmsliag to their
content.

<head>

<met a nanme="aut hor" content="John Ranbo">

<met a nanme="keywords" content="slashi ng and burni ng, Vietnan>
</ head>

Here thenmet a element is used to identify the author of the HTML documernt an
to specify keywords that a search engine may use to impr@quhlity of search
results.

8.4.5 Document body

The content of the HTML document resides in tieody> section. The content
must not necessarily be presented visually on a computegscEpecial user agents
can also speak the content of a HTML document (this can bduidty disabled

people).

HTML groups content elements into two catagories, which ldoek-level ele-
mentsandinline elements Block-level elements create larger structures thanenlin
elements. Generally, block-level elements begin on neesliimline elements do
not. Furthermore, block-level elements can contain indileenents, inline elements
may not contain block-level elements.

<body>

<p>This is an exanpl e how a bl ock-1eve

el enent can contain an <enwi nli ne-el enent </ en»
</ p>

<body>

In the example above theody andp elements are block-level elements adis
an inline element. The block-level elemdridy contains the block-level-element
p, the block-level-elemend contains the inline-elemeerim

8.4.6 Text

In most cases the textual information is the most important @f an HTML docu-
ment. HTML provides several elements to structure textaatent in form of para-
graphs, headings and phrases.
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8.4.6.1 Lines and paragraphs

Usually, a long text document is logically divided into a gseqce of paragraphs.
HTML defines thep element for the representation of paragraphs.

<body>
<p>This is a first paragraph</p>
<p>Thi s i s anot her paragraph</p>
</ body>

If it is necessary to specify line breaks within paragrapiis,can be done using the
br element.

<body>

<p>Thi s paragraph breaks <br>
into two lines (at |east)</p>
<p>Thi s i s anot her paragraph</p>
</ body>

It must be noted, that in the HTML 4.0 standard tire element only consists of
a start tag , which means that constructs ke >...</ br > are not allowed! This
will be different in the new XHTML standard.

8.4.6.2 Headings

A heading element briefly describes the topic of the sectiantioduces. Since
documents can be structured in chapters, section, sutisegetc. HTML defines
six levels of headings numbered 1-6 (Level one is the laydkat can be used to
mark up the content.

<body>

<hl1>Chapter 1</hl>
<p>content goes here</p>
<h2>Secti on 1</ h2>

<p> .... </p>
<h6>subsecti on</ h6>
<p> .... </p>

</ body>
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8.4.6.3 Phrases

Phrases allow the semantical markup of text. HTML defineddhewing phrase
elements:

e emindicates that a piece of text should be emphasized.

e st rongindicates that a piece of text should be strongly emphasized
e df nindicates that its content is a definition.

e code designates a fragment of computer code.

e sanp designates sample output from programmes, skripts, etc..

e Kkbd indicates text to be entered by the user.

e Vvar indicates an instance of a variable or programme argument.

e Cit e contains a citation or a reference to other sources.

e abbr indicates an abbreviated form (WWW, URI, etc.).

e acronymindicates an acronym (sonar, radar, etc.).

Example 8.4-1: HTML Acronyms

<acronymtitl e="Radi o Associ ati on Defendi ng Airwave Ri ghts">
Radar
</ acr onynp

In this example theé i t | e attribute is used to provide the full meaning of the
acronym. The title attribute is part of the core attributie(sd, cl ass, styl e,
titl e) which is available for most HTML elements. The presentatd the
content of the title attribute depends on the user agentinstance, Netscape
4.72 does not display the title information, IE 5 displayasta "tool-tip" when
the mouse pointer moves over the term.

8.4.7 Quotations

There are two elements for the inclusion of quotations.dlheck quot e element

is used for long quotations and tiyeelement is used for short (inline) quotations.
The g element should be rendered with language specific quotatanks by the
browser.

Example 8.4-2: HTML Quotations

<bl ockquote cite="http://ww. st ephenki ng. com files/theplant/htm /Pl ant2. ht
<p>JOHN KENTON, who attended Brown University, majored

in English, and was president of the Literary Society, has

had a rude awakening in the real world: he is one of four

editors at Zenith House, a down-at-the-heel s paperback
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publ i sher in New York. </ p>
</ bl ockquot e>

Caesar said <g>Veni, Vidi, Vici</g>

8.4.8 Subscripts and superscripts

The elementsub andsup can be used to lift or lower text elements.

Example: HTML Subscripts/Superscripts

H<sub>2</ sub>0
E = nc<sup>2</sup>

8.4.9 Lists

HTML offers three different mechanisms to create lists:
e Unordered lists (e. g. bulleted lists)

e Ordered Lists (e. g. numbered lists)

e Definitions (e. g. a term with its description)

8.4.9.1 Unordered lists

An unordered list is created with thie element. List items can be specified by the
I i element. The item label (bullets, hyphens, etc.) can betseldy using style
sheets (see Section 8.5.3.5).

Example: HTML Unordered Lists

<ul >

<li>tenx/li>

<li>another itenx/li>
<li>and another itenx/li>
</ ul >
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8.49.2 Ordered lists

An ordered list is created with th@l element. The numbering scheme (arabian,
roman, etc.) can be effected by style sheets (see Sectidh®.5

Example: HTML Ordered Lists

<ol >

<li>first itenc/li>

<li>second itenx/li>

<li>third iten</li>

<ol >

<li>second level itenx/li>

<li >anot her second level itenx/li>
</ ol >

</ ol >

This example shows that lists can also be nested.

8.4.9.3 Definition lists

A definition list does not use fixed labels or numbers but adltive author to define
the label. A typical application is the definition of a ternheve first the term itself
is displayed followed by its description.

Example: HTML Definition Lists

<dl >

<dt >Dormai n Nanme Syst enx/ dt>

<dd>A di stributed, replicated, data query service

mai nly used on the Internet for translating host nanes
to | P addresses. </ dd>

<dt >Dat a Encrypti on Standard</dt>

<dd>DES is a symetric cryptosystem when used for
conmuni cati ons, both sender and receiver nust know the
same secret key, which is used both to encrypt and
decrypt the nmessage. </ dd>

</dl >

As already mentioned, the appearance of lists, e. g. theiti@firof the list-item
marker or the numbering format (roman, decimal, etc.), amfBuenced by style
sheets. See Section 8.5.3.5 for properties that can beaskdrnge the presentation
of lists.
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8.4.10 Tables

With HTML tables data can be arranged into rows and columnset$. A table

is represented by thteabl e element which consists of an optional caption, repre-
sented by theapt i on element, and the table specification itself. The caption is

followed by optionatol elements andol gr oup elements which specify column
widths and groupings. Also optional arbead andt f oot elements, which con-
tain header and footer rows. The only mandatory part oftthbl e element is
thet body element, which constitutes the table body. It must be ndtedl the
t body start and end tags are both optional, which means that evkarg are no
<t body></t body> tags, thet body element is still there. A minimal HTML
table consists of a table body, which is a sequence of one o2 nows specified
byt r elements, which in turn are sequences of table headeelements) or data
cells ¢ d elements).

Example: HTML Table

<t abl e>

<capti on>HTM. DTDs</ capti on>

<tr> <l-- start of first row -->
<t h>HTM. DTD</th> <!-- 1. header cell -->

<t h>Descri pti on</t h>

</[tr> <l-- end of first row-->
<tr>

<td>Strict DID</td>

<td>I ncludes all elenents and attri butes that have

not been deprecated or do not appear in franesets</td>
</tr>

<tr>

<td>Transi ti onal DTD</td>

<td>Shoul d only be used for <enpinterpreting</enr

HTML docunents because it includes deprecated el enents
and attributes</td>

</[tr>

</t abl e>

The rows of the table are defined by elements. At r element contains header

or data cells, represented by andt d elements. Although table data and header

cells are very similar, table header cells are formattettla bit different than table
data cells.

The HTML table in this example will be displayed without anyes and borders.
The attributebor der allows a border width to be specified by the author.
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Example 8.4-3:

<t abl e border="1">

This defines a table which will be displayed with rules anddeos with a width
of one pixel.

This is the first attribute so far that only controls visualnfatting of an HTML
element. The table elements are the only set of elementstiidtave formatting
attributes associated with them wich are not deprecategl rd&son for this is that
the style sheet language which is targeted at HTML, Casgdsliyle Sheets version
1 (CSS1, see Section 8.5), does not properly support tabéaee, style informa-
tion is still specified inside elements of the table set.

8.4.11 Links

One of the most powerful features in HTML is the ability toatelinks that point to
other HTML documents. Generally, a link consists of two ecaled anchors with
a directed connection between them (see Fig. 8.4-2). Thes@nchor normally
is a piece of text or a graphic that can be selected by clickimg. The destination
anchor can be any kind of web resource like another web pagepdic, a mul-
timedia file, etc. The activation of the link initiates therieval of the destination
resource over the Web.

Anchor

Anchor

Fig. 8.4-2:  Link

Anchors for a link can be defined with tlaeelement.

This <a href="target.htm ">l ink</a> points to a target docunent.
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This example defines a link with the wolidk as source anchor and the web page
target.htmlas destination anchor. The attribteef specifies the address (URI) of
the destination anchor. Most browsers will render the tesidie the a element in a
special way, such as using a different colour or underlinting

The next example shows how a link can point inside a destinatbcument by
specifying a destination anchor. (see Table 8.4-3)

Tab. 8.4-3: Linking into a HTML document

Source document

Thi s

<a href="target. htnl #target">l i nk</a>
points to the word anchor in the
destination docunent (target.htnl).

Destination document (version 1)

Thi s destinati on docunent with the

nane "target.htm " includes an
<a nane="t ar get ">anchor </ a> i nsi de
the text.

Destination document (version 2)

Thi s destination document with the
nane "target.htm " includes an
<emid="target">anchor </ en® inside
the text.

The source anchor includes a href attribute as before, lmitte the anchor in the
destination text is specified in a URI including its name dsagment identifier.
There are two possibilities to create destination anchors:

1. The destination anchor can be defined by dahelement which includes a
name attribute specifying the name of the anchor.

2. The destination anchor can be defined by any regular HTilneht and this
element includes and attribute specifying the name of the anchor.

If source and destination anchor reside in the same docuyroelytthe fragment
identifier portion of the URI can be used to create a link:

This <a href="#target">link</a> points to the word
anchor in the same docunent.

This part of the docunent includes an
<em i d="target">anchor</enm> inside the text.
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8.4.12 Images and Multimedia Objects

HTML allows the inclusion of all kinds of multimedia objedike images, video
clips and Java applets inside an HTML document.

Images are the most important multimedia objects in the 8Vdfide Web. There

are two methods to include images inside of web pages. Tdéitmaal way is to

use thel ng element. The other way which is advocated by HTML 4.0 is to use
the genericobj ect element. Nevertheless, since most user agents today do not
correctly display th@bj ect element, the ng element should still be used.

It must be noted that HTML does not specify any special imageaéts. Neverthe-
less, there are three important image formats which arelyvgigported by brow-
sers:

e The Graphics Interchange Format (GIF) format is well suited for images
which only consist of 256 colors (8-bit colour resolutioAn important fea-
ture is, that a transparent background colour can be defimechviascilitates
the seamless inclusion of images in web pages. A disadvamtathis format
is, that applications which make use of the GIF format musaioba liscence
for the patented compression algorithm. For this reasonyrea&perts suggest
that the GIF format should be abandoned in favour of the ne@ RiXmat (as
described below).

e Theimage format specified by tleint Photographic Experts Group (JPEG)
is ideally suited to include true colour (24-bit) photognapmaterial inside web
pages. In contrast to GIF JPEG does not support transpareayermore,
JPEG employs lossy compression, which is partially achi®yediscarding fre-
quency components which are not percieved by the human eye.

e The Portable Network Graphics (PNG) format was specified by the W3C
to replace the patented GIF format. PNG posesses nearlgalires of GIF
(except animation) and supports additional features hikegased colour reso-
lution (32-bit) and improved transparency handling (8abitha channet)

8.4.12.1 Including an image with the ng element

<p>Thi s exanpl e shows how an i nage can be i ncl uded
in HTM. docunent s
<ing src="photo.jpg"
alt="The photo shows ne and nmy famly">
</ p>

Thei ng element is an empty element and thus only has a start tag. Rheflhe
image is specified by ther ¢ attribute. In this example the URI ghot 0. j pg
which specifies a file including a JPEG graphic. Bihé attribute is used to specify
a textual description of the image. This can be useful if tteeMser is not able to

4 This allows smooth transitions between background andéma
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display the image (e.g. because the user deactivated ttlerneg of images). Both,
thesr c andal t attributes are required and may not be omitted.

The image can be scaled by employing the two attribbeasght andwi dt h:
<ing src="photo.jpg" alt="description" height="100% wi dth="50">

In this example, the height is specified in proportion to th@aser window height
and the width is defined in terms of pixels. Hence, the imagaismexample fills
the browser window in vertical direction and has a size of B&@lp in horizontal
direction. If thehei ght andw dt h attributes contain the actual size of the image,
the user agent is able reserve space for it and continuenegdiee document while
waiting for the image data.

Height and width of an image can also be selected by applyirig sheets to the
i g element. The respective CSS1 properties are displayeciingd.5.3.4.

8.4.12.2 Including multimedia objects with theobj ect element

HTML 4.0 specifies theobj ect element that is employed to hold any kind of
multimedia material like images, animations, video cliped Java applets. The
object element is not well supported by the popular browaethe moment and
other elements likappl et (depricated)j ng andenbed (proprietary Netscape
element and not HTML 4.0 compliant) are utilized to includeltimedia objects.
Nevertheless, thebj ect element is the only official HTML 4.0 element for the
inclusion of generic multimedia objects and will gain pagoitl in the future.

An image can be included by utilizing tldj ect element as follows:

<p>Thi s exanpl e shows how an i nage can be incl uded
in HTML docunents by utilizing the object el enent
<obj ect data="photo.jpg" type="inmagel/jpg">
The photo shows nme and ny famly
</ obj ect >
</ p>

The data attribute specifies the URI of the object. Since bitrary object can be
of any kind at ype attribute specifies the content type for the data specificthdy
dat a attribute. In this case the content type is a JPEG imageelbtbwser is not
able to display the specified content type, the text insidetij ect tags will be
displayed.
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8.4.12.3  Grouping HTML elements withdi v and span

In many cases it is desirable to group elements which formreasécal unit. This
can be achieved with the elememntsv (block-level element) andpan (inline
element). By grouping semantically related elements thecttre of the HTML
document also reflects this relation. This can be usefule$éhstructures shall be
assigned a uniform presentation, e. g. by appliying sty¢eth(see Exercise 8.5-1)

Example 8.4-4:

<div class="d ossaryEntry">
<h5>Dat a Encrypti on Standard (DES) </ h5>
<p>DES is a symmetric cryptosystem when used for
comuni cations, both sender and recei ver nust know
the sane secret key, which is used both to encrypt
and decrypt the message. </ p>

</ di v>

In this example a glossary entry consisting of a heading grad@graph is grouped
by thedi v element. The class attribute will be further explained iotle@& 8.5.1.5.

Exercise 8.4-1:
The following Listing shows a glossary in SGML format

<gl ossary>

<entry id="nodeni >

<ternp

Modem

</ternp

<def >

A device that converts the digital signals produced by
termnals and conputers into the anal og signals that
tel ephone circuits are designed to carry.

</ def >

</entry>

<entry id="phasenod">

<terne

Phase nodul ati on

</ternp

<def >

Phase is the position of a waveformof a signal wth
respect to the origination of the carrier cycle. Thus,
phase nmodul ation is the process of varying the carrier
signal with respect to the origination of its cycle.
Several forns of phase nodul ati on are used in nodens,
including single- and nultiple-bit phase-shift keying
(PSK) and the conbinati on of anplitude and multiple-bit
phase-shi ft keying.
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</ def >
</entry>

<entry id="internet">

<ternp

I nt er net

</ternp

<def >

The Internet is a large data network of networks. It grew
out of the ARPAnet, which was original operated by the
U. S. Defense Advanced Research Projects Agency, and was
based on TCP/IP. The Internet still supports TCP/IP but
enconpasses additional networking protocols as well

</ def >

</entry>

</ gl ossary>

Write the corresponding DTD for this glossary.

Exercise 8.4-2:
Download the HTML 4.01 standard from the W3c web site:
http://mww.w3.org/TR/html4/

It is available in different formats. We recommend the HTMision (the PDF
version has 400 pages).

Have a look at section 3 of the HTML 4.01 specification. Thisise explains the
SGML constructs which are relevant for understanding th&/HDTDs.

Exercise 8.4-3:

Create an HTML file with the following content locally on yamamputer. Display
it in your browser.

<! DOCTYPE HTM. PUBLIC "-//WBC//DTD HTM. 4.0//EN"' "http://ww. w3. or g/ TRI REC-htm 40/ strict.d
<htm >

<head>

<title>

Title of the docunent
</title>

</ head>

<body>

Content goes here ..
</ body>

</ htm >
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Try out all HTML elements which are explained in this sectldse different brow-
sers (e. g. Internet Explorer, Opera, Mozilla, Amaya) tqthy the document. Look
up the elements in the HTML 4.01 standard.

Exercise 8.4-4:

Transform the SGML glossary into an HTML presentation bypgisi definition list.

e Create a heading with the title "Glossary".

e Display a table of contents of all glossary entries at the tdpthe HTML
document. Assign links to each entry in the table of contidatispoints to the
Glossary entry.

e Group entries (a combination dft anddd elements) with thdi v element.

8.5 Cascading Style Sheets (CSS)

In the preceeding section basic HTML elements were predehtest of these ele-
ments are employed to specify contents and structuralirdtion. So far, the visual
formatting of contents has been neglected (except the Msuaatting of tables in
Section 8.4.10). It is regarded as good style to seperateisiial formatting of
HTML documents from the contents. The mechanism that alliwssseperation
for HTML documents is calle€€ascading Style Sheets (CS%nd will be briefly
introduced in this section. CSS as presented in this seidistandardized by the
W3C under the nam€ascading Style Sheets level 1 (CSS1)

85.1 Basic CSS

We will introduce basic CSS in a short example. Assume tldt heading shall be
displayed in the colour blue. This can be achieved with tewong style sheet:

hl { color: blue }

This style information can either be included in the same Hddcument or in an
external style sheet file (hormally having the endtngss).

Basically, a CSS1 style sheet is a set of rules which applytd BML document.
Each rule consists of two partssalectorand adeclaration. In the example above
which only contains a single rulel is the selector andol or : bl ue is the decla-
ration.
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8.5.1.1 Containment of style information inside an HTML doament

The following example shows how style information can bec#gs inside an
HTML document.

<htm >
<head>
<title>Title</title>
<style type="text/css">
hl { color: bl ue;
border: solid }
p { font-weight: bold}
</style>
</ head>
<body>
<hl> Headline is blue </hl>
<p>This text is bold</p>
</ body>
</htm >

In this example style information is specified in the headhef HTML document
by thest y| e element. The attributey pe indicates that the style information con-
forms to the CSS standardn this example alh 1 headings are blue and surrounded
by a solid border and all paragraphs use a bold font.

8.5.1.2 Linking to an external style sheet

All style sheet information may be specified in an externab@8cument as shown
in the next example:

HTM. dcounent :

<htm >
<head>
<title>Title</title>
<link rel ="styl esheet" type="text/css">
href ="styl e. css"
</ head>
<body>
<hl>Headl i ne i s bl ue</hil>
<p>This text is bold</p>
</ body>
</htm >

5 Generally, any style sheet language may be used with HTML
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CSS docunment with the filenane "style.css"”

hl { color: blue }
p { font-weight: bold}

It can be seen that the external CSS file is specified utilitied i nk element in
the HTML document. Théar ef attribute points to the location of the stylesheet
file and ther el attribute indicates that the style sheet should be pemiste

Specifying style information in external files has the fallog benifits:

e Authors and web site managers may share style sheets asrossher of docu-
ments (and sites).

e Authors may change the style sheet without requiring matifios to the
HTML document.

8.5.1.3 Grouping

To reduce the size of style sheets selectors can be groupechima seperated lists:

hl, h2, h3 { font-famly: helvetica }

In this example the three heading elements are renderedheifonthel veti ca.
Similarly, declarations can be grouped in semicolon sdpéists:
hl {

font-wei ght: bold;

font-size: 18pt;
font-famly: helvetica;

This style sheet specifies that each hl element is rende@tadhel veti ca
font with point size 18.

85.14 Inheritance

In the first example the colour of thel element was set to blue. If there is an
element contained inside thel element, this element will inherit the colour blue
from thehl element:

<h1l>This is a <enpbl ue</en> headi ng</ hl>

In this example themelement will also be rendered in the colour blue because it
inherits the style sheet information from its parbdt
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85.1.5 Class as selector

To allow a finer control over elements tlid ass attribute can be assigned to
HTML elements:

<hl class="blue">This is a blue headi ng<hl>

It can be seen that the h1l element was augmenteabypas attribute. Thecl ass
attributebl ue can be specified in a style sheet as follows:

hl. blue { color: blue }

By omitting the element name in the selector one can addrbisaay elements:

.blue { color: blue}

<hl cl ass="blue">This is a blue headi ng<hl>
<p class="blue">And this text is also blue</p>

8.5.1.6 Anchor pseudo-classes

Normally, hyperlinks (defined by thee element) in HTML documents are specially
marked to make them recognizable as links. In most caseis @hifieved by under-
lining the appropriate text and assigning the colour blti@uthors whish to change
the standard way of marking hyperlinks they can do so by eyimiostyle sheets.
CSS defines three states for hyperlinks:

e Thelinkpseudo-class is used for a link which has not yet been visited

e Most browsers remember the links the user has visited heftrese links are
represented by thdsitedpseudo-class.

e The third class represents links which are currently seteat. g. the user has
clicked on the link but has not yet released the mouse buttuis.state is repre-
sented by thactivepseudo-class.

Authors can assign new properties to the three pseudoeslassshown in the fol-
lowing example:

Example 8.5-1:

a:link { color: green }
a:active { color: red }
a:visited { color: blue }

After assigning this style sheet to an HTML document uneciinks are rendered
green, visited links are rendered blue, and links the usegestly clicks on are
rendered red.
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8.5.1.7 Assigning style information with thest y| e attribute

In case, where indvidual HTML elements must be formattedstiile attribute can
be employed for single HTML elements:

<hl style="color: blue">This is a blue headi ng</hl>

Nevertheless, this approach should be avoided if possibteguse it leads to a mix
of content and presentation. The seperation of content aggeptation was the
reason, why style sheets were introduced in the frist place.

85.2 Units

This subsection gives a short overview over units which ammonly used for
CSS1 properties

8521 Colours

The easiest way to specify colours is to refer to them by thame. The following
sixteen colours can be directly referred to:

aqua, black, blue, fuchsia, gray, green, |ine, naroon,
navy, olive, purple, red, silver, teal, white, yellow

Other colours can be specified by usiRGB triplets, consisting of three values
which define the amount of red, green, and blue. This can be itahree different
ways:

e In form of percentagesrgh(0%,10%,100%)
e In form of decimal numberggb(0,127,255)
e In form of hexadecimal numberg00A1FF
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8.5.2.2 Lengths

Length units can be devided into two categories:
e absolute lengths
e relative lengths

Absolute length unitsare:

e in-inches (1inch=2.54 cm)

e Cm - centimeters

e mm - millimeters

pt - points (1 pt=1/72in)

pc - picas (1 pc =12 pt=1/6in)

Example 8.5-3:
h4 { word-spacing: 4mm}

Relative length unitsare:

e em - font specific, the width of the capital ‘M’
e ex- font specific, the height of the letter 'x’

e px - display specific, size of one pixel

Example 8.5-4:

hl { margin: 0.5em } defines a margin having half the width of the let-
ter 'M’

hl { margin: lex } defines a margin having the same width as the letter
X

p { font-size: 12px } defines a font-size relative to the canvas pixels
(the browser’s drawing surface)

Another form of relative length units apercentages:

Example 8.5-5:
p { line-height: 120% }

It is advisable to use relative lengths because they allalabdty of the document
independent of the medium it is rendered on (e. g. screenrepy. In some cases,
absolute lengths may be useful, but the general guidelinleaisabsolute values
should be avoided and relative lengths should be used thstea
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85.3 Declarations

The following subsection gives a systematic overview okgrortant CSS1 decla-
rations. Due to the limited space of this lesson we are onlg tthprovide some
examples. We suggest that you look up further informatiostyte sheet declara-
tion yourself in the official CSS1 standard document [CSS1].

8.5.3.1 Font properties

The following table gives an overview over font propertiggwtypical examples:

Declaration Example

font-family body { font-famly: Tines, serif }
font-style h2, h3 { font-style: italic }
font-variant em{ font-variant: small-caps }
font-weight strong { font-weight: bol der }
font-size p{ font-size: 12pt }

font p { font: 80% sans-serif}

The font size can be controlled by the length propertiesgortesl in Section 8.5.2.2.
There are two additional methods:

Absolut sizeThe size can be one of the following keywords:
[ xx-small | x-small | small | nmedium| large | x-large
| xx-large ]

Relative sizd: | arger | small er]

For a detailed description of font properties please ref&dction 5.2 of the CSS1
standard [CSS1].

8.5.3.2 Color and background properties

CSS defines a number of properties to influence colour andgbaigikd-colour of
elements. Furthermore background images can be defined wdmde used instead
of a background colour. Table lists the different propertigth examples
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Declaration Example

color em{color: red }

background-color h2, h3 { background-col or:
rgh(10% 50% 20% }

background-image body { background-i mage:

url (background. gif)}

background-repeat body { background-i mage:
url (background. gi f); background-repeat:
repeat - x; }

background-attachment body { background-i mage:
url (background. gi f); background-repeat:
repeat - x; background-attachnment: fixed;

}

background-position body { background-i mage:

url (background. gi f);
background-attachment: fixed;
background- posi ti on: 100% 100% }

background p { background: url (background. gif)
gray 50% repeat fixed }

The backgr ound property can be used to set all properties at once. It has the
following syntax:

<backgr ound- col or >| | <backgr ound-i mage>| | <backgr ound-r epeat >| |
<backgr ound- at t achnent >| | <backgr ound- posi ti on>

For a detailed description of colour and background prigeplease refer to Sec-
tion 5.3 of the CSS1 standard [CSS1].

8.5.3.3 Text properties

Text properties can be used to influence parameters like sparcing, letter spacing
and alignment of text.

Declaration Example
word-spacing h1l {word-spacing: 0.4em}
letter-spacing bl ockquote { letter-spacing: 0.lem}
text-decoration a:link, a:visited, a:active {

t ext - decorati on: none }
vertical-align ing.center { vertical-align: mddle}
text-transform hl { text-transform uppercase }
text-align p { text-align: center }
text-indent p { text-indent: 3em}
line-height p { line-height: 1.2em}

Text properties are described in Section 5.4 of the CSSHatdn
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8.5.34 Box properties

margin

padding

content

Animation 8.5-1: CSS1 formatting model

CSS1 assumes a simple box-oriented formatting model wizete @ement results
in one or more rectengular boxes (see Animation 8.5-1). Txeplooperties set the
size, circumference and position of the boxes that reptedements. All boxes
have a core content area with optional surrounding paddiogjer and margin
areas.

e The padding area uses the same background as the elemér{sdsavith the
background properties)

e The colour and style for the border is set with the border ergs
e The margins are always transparent, so the parent elemishimie through.

declaration example

margin-top hl { nargin-top: 2em}
margin-right hl { margin-right: 12%}
margin-bottom hl { margi n-bottom 2px }
margin-left hl { margin-left: 2ex }
margin body { margin: 2 em}

The mar gi n property is shorthand for settingar gi n-t op, mar gi n-ri ght,
mar gi n- bott om andmar gi n-1 ef t at the same place in the style sheet.

If four values are specified they apply to top, right, bottamd #eft respectively. If
there is only one value, it applies to all sides, if there are or three, the missing
values are taken from the opposite side.
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declaration example

padding-top bl ockquote { paddi ng-top: 2em}
padding-right bl ockquote { padding-right: 12%}
padding-bottom bl ockquot e { paddi ng-bottom 2px }
padding-left bl ockquote { padding-left: 2ex }
padding body { padding: lem?2 em}

Again, the single padding property is shorthand for settpagdi ng-t op,
paddi ng-ri ght, paddi ng- bot t om andpaddi ng- | ef t at the same place
in the style sheet. If values are missing the same rules asdigrnar gi n.

declaration example

border-top-width p { border-top-width: lem
border-style: solid; }

border-right-width

border-bottom-width
border-left-width

border-width p { border-width: thick; }

border-color p { border-color: blue, border-w dth:
lem }

border-style p { border-style: none }

border-top border-top: thick solid red }

border-right border-right: thin double yellow}

border-bottom
border-left

border-bottom thin dotted yellow }

border-left: 2em groove yellow }

T |T|T |T |
el el el el B

border border: nedi um dashed red }

Thebor der property is shorthand for setting the same width , coloursiylieg on
all four borders of an element.

The following properties normally apply to images but casoabe used for other
elements, e. g. thei v element:

declaration example

width i mg.icon {wdth: 100px }
height i mg.icon { height: 100px }
float inmg.icon { float: left }
clear inmg.icon { clear: left }

Thef | oat property allows to place an element at the left or right edgkreparent
element. The image is taken out of the normal flow of text anuldsed at one of
the edges.

Thecl ear property specifies if an element allows floating elementst®sides.
The value of this property lists the sides where floating eletsare not accepted.
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8.5.3.5 Classification properties

This catagory of properties includes one property whichlmamsed to change an
element’s classification according to HTML'’s differenitat between block-level
and inline elements as described in Section 8.4.5. Furivernthe treatment of
lists and white-space (e. g. space and line feed) chardotetement content can
also be changed by using CSS1 properties.

declaration example

display p.inline {display: inline}

white-space pre { white-space: pre}

list-style-type ol { list-style-type: |ower-ronman}
list-style-image ul { list-style-inmage: url (bullet.png) }
list-style-position ul { list-style-position: outside }
list-style ul { list-style: circle inside}

Exercise 8.5-1:

Download the CSS1 standard document from the W3C web site:
http://mww.w3.0rg/TR/REC-CSS1

This is a single HTML page which can be saved from within tlosviser.

Look up detailed information in the CSS1 standard on everspeunty you use in the
following example.

Now, we will work on the presentation of the previously ceaHTML glossary
document. Please try to implement the following features:

1. Create a space of 4em between the left window border antbatent. The
document has a white background.

2. The links are rendered in blue and are not underlined t&Gklinks keep their
blue color

3. Each glossary entry is put in a silver box with black solatder (width =
2px). The box has a width of 20em. The space between bordercament is
set to 1em. Between the boxes for each term there is a vespeak of 1lem.

4. The glossary term is rendered in a bold font.
5. The definition of the term is rendered in the standard besvient.
6. Term and definition are aligned at the left side.
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8.6 Extended Markup Language (XML)

Although HTML has evolved into a a rich markup language foucuring many
kinds of document types its main disadvantage is that it isfleaible enough.
HTML only allows one particular document class which is siynjpo restricting
for many of the currently emerging web applications. Thedh¢mf XML is that

it allows arbritary data structures that can be adjustedead¢quirements posed by
different kinds of applications.

XML is a subset of SGML (see Section 8.3). As already mentipS&ML is too
complex to be succesfully employed in the Web. For this neasML was designed
by the W3C for ease of implementation and for interoperghbilith both SGML
and HTML [W3C-1].
The W3C specifies the following design goals for XML [W3C-&k¢erpt):

1. XML shall be straightforwardly usable over the Internet.
XML shall support a wide variety of applications.
XML shall be compatible with SGML.
It shall be easy to write programmes which process XML doents.

XML documents should be human-legible and reasonabéy.cle

o gk w N

XML documents shall be easy to create.

8.6.1 Differences between XML/XHTML and SGML/HTML

Most of the differences between SGML and XML are beyond trepsoof this
lecture. One major difference between SGML (including HT)MIind XML is that
rules regarding markup are more strict. XML does not alloer ftiinimization of
markup. For example, XML does not permit empty elements tiie following
HTML 4.0 construct:

<ing href=... alt=...>

Instead, empty XML elements must be closed as follows:

<ing href=... alt=.../>

This would be the correct XHTML [W3C-2] (see also Section.8)&yntax of the
i ng element. Furthermore, in XML ending tags may not be omittke in the
following HTML example:

<p>Thi s i s a paragraph.
<p>Thi s i s anot her paragraph

The respective XHTML code must include the ending tags:

<p>Thi s is a paragraph. </ p>
<p>Thi s i s anot her paragraph</p>
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Another difference between HTML and XHTML is that in XHTMLIahg names
must be written in lowercase. HTML allows both, uppercasglawercase writing
for tag names.

Although this course text uses HTML 4.0 as basis, we did ndtemsse of the
loose HTML 4.0 syntax to stay compatible with the new XHTMarstlard. For this
reason we have employed lowercase writing and ending tafs.so

In contrast to SGML, XML documents may be written without as@ciated DTD.
XML documents which comply to the markup rules but have no DAd3ociated
with them are referred to as beimgell-formed. A well-formed XML document is
one that is syntactically correct, whether or not is has lobecked against a DTD.

A valid XML document is a well-formed XML document that also has beaii
dated againsta DTD. The validation process is carried oanbyML parser which
reads the file containing the XML markup and checks if it caegplo all rules
specified in the associated DTD.

8.6.2 XML Application Areas

Typical applications for XML in the Internet environmenegMar99]:
e Use of XML to describenetacontentegarding documents or online resources.
e Use of XML to publish and exchanggifferent kinds ofcontent

e Use of XML as amessaging formaffor communication between application
programmes.

8.6.2.1 Metacontent

Metacontent is information about a document’s contentsh ss its title, author,
creation date, and so on. Metacontent can be used, for egafapsearching, infor-
mation filtering, and document management.

Although HTML specifies theret a element, this element is not powerful enough
to support complex search requests. Furthermorep#iea element is specified
inside the HTML document so that search engines cannot tefdre information
without downloading the entire HTML file. It is, for examplet efficient to down-
load every HTML file from a web server to check if it inlcudegpesial keyword. If,
on the other hand, all metacontent is collected in one siiiiglehe search process
becomes much more efficient.

XML is considered the best vehicle for such external metrurbecause of its
extensibility, flexibility, and readability.

A standardized XML application for the specification of noamatent is the
Resource Description Framework (RDF)W3C-4].
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8.6.2.2 Publishing Content

The popularity of SGML in the publishing industry has alred@&en mentioned in
Section 8.3. XML inherits all the advantages of SGML withaefjto separation
of content and presentation, while beeing easier to useSk&viL. The emerging
diversity of web enabled devices like standard PCs, pelsigigal assistants, WAP
mobile phones, and TV sets with Internet functionaltiesinexp a new approach to
the design of web content. Since all these different deviee®e dissimilar display
properties (e. g. screen and colour resolution), there eed fior a mechanism that
flexibly adapts the content for each device (see Fig. 8.6-1).

i
Laptop
Content Web TV
(XML)
| @
-
PDA
s
Printer

Fig. 8.6-1: XML publishing

This can be achieved by defining all content in XML and empigystyle sheets to
adapt the content to the display device. In Section 8.5 we hiready shown how
CSS can be employed to customize the presentation of HTMEe$dagSS can be
used for XML content the same way.

In the following listing there is a short excerpt from a glagsin XML format .

<gl ossary>

<entry id="nodeni >

<ternp

Mbdem

</ternp

<def >

A device that converts the digital signals produced by
term nals and conmputers into the anal og signals that
tel ephone circuits are designed to carry.

</ def >

</entry>

</ gl ossary>
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You can see that it is identical with the SGML format from Eoiee 8.4-1. In fact,
XML was defined in a way that every XML document is also a val@N8. docu-
ment. It is also obvious, that the semantics of the XML docoinage more clear
than the semantics of the HTML document of Exercise 8.4-4.

A CSS style sheet can be directly employed as shown in thewoil.

gl ossary { display: block;
margin-left: 4em
background-col or: white;

entry { display: block;
background-col or: silver;
mar gi n: lem Oem
border: black solid 2px;
wi dt h: 20em
paddi ng: lem
}
term{ display: block;
font-wei ght: bol d;
mar gi n: Oem

}
def { display: block;
mar gi n: Oem }

The content can be adapted to different devices by creatspeaific style sheet
for each device. Nevertheless, in many cases CSS is not fudwaough. For this
reason the W3C has defined thetensible Style Language (XSLYor the use with

XML.

In essence, XSL is two languages, not one. The first langusagdransformation
language, the second a formatting language. The transfiomianguagexXSLT
(XSL Transformations) is useful to move XML data from one XML representation
to another. XSLT provides elements that define rules for hog XML document is
transformed into another. For example, XSLT can be empléoydchnsform XML
electronic commerce data specific to one corporation int&Mhb format specific

to another corporation. XSLT can also be used to transforni. b (X)HTML.

The second part of XSL is theSL formatting objects which still is in draft status
(autumn 2000). The formatting language describes how obtet®uld be rendered
when presented to a reader. XSL formatting objects provideee sophisticated
visual layout model than HTML + CSS. Nevertheless, at the emrthere are no
browsers available that support XML + XSL formatting obge@internet Explorer
5.0 supports an early version of XSLT).

6 The HTML and PDF versions of this course were created bygtoaming XML output from
an authoring tool (Framemaker) with XSLT.
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8.6.2.3 Messaging

Messaging is the exchange of messages between organgzatibetween applica-
tion systems within an organization. The traditional fotiioa messaging between
enterprises is th&lectronic Data Interchange (EDI) format. In it s long history,
EDI has greatly contributed to automating business-toAess (B2B) transactions.
Nevertheless, not all corporations can afford EDI systeetsibse of the high costs
for building and operating them. B2B messaging employingLX(hternet EDI)
can be much more cost efficient and easier to implement. Tiparesl security
mechanisms can be realized by employing standard crygibgrgrotocols like
Secure Socket Layer (SSL) and formats like S/IMIME (SecurbiE).

Exercise 8.6-1:

Write an XML representation of the EDI message below. It issasage for a book
order (taken from [Mar99]).

UNH 000002+ORDERS; DD 96A UN: EANOO8 Header
BGW220_B00002- 9’ Order Number
DTM 137-19940202: 102’ Message Date

NAD+BY St adt- und Universitaetsbibliothek : Buyer name
Frankfurt - Bockenhei ner Landstr. 134-13 and address
8+Fr ankf urt ++60325’

RFF+API : DE1141110388’ Buyer | D nunber
NAD+SU+++DREI ER Suppl i er nane
CUX+2: DEM 9’ Order Currency

8.7 Hypertext Transfer Prototol (HTTP)

The Hypertext Transfer Protocol (HTTP) is an applicatiewel protocol for distri-
buted, collaborative, hypermedia information systems lzaml been in use by the
World Wide Web since 1990. The first version HTTP/0.9, wasnap$e protocol
for raw data transfer accross the Internet. HTTP/1.0, anekfby RFC 1945,
improved the protocol by allowing messages to be in the forofidvIME-like
messages (see Section 7.3.2), containing meta-informabout the data transfe-
red and modifiers on the request/response semantics. Therecesit version of
HTTP is HTTP/1.1 and introduces important concepts likeig® caching, persi-
stant connections, and virtual hosts. HTTP/1.1 is defindRHG 2068.

HTTP is a request/response protocol. A client sendsjaestto the server which
replies with aresponse
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1. Request to
Server

\ 4

Client Server

<

2. Response to
Client

Fig.8.7-1: HTTP request and response

HTTP communication usually takes place over TCP/IP conmest The default
port is TCP 80, but other ports can be used. HTTP only presamekable trans-
port; any protocol that provides such guarantees can be Asszhnection may be
utilized for one or more request/response exchanges.

The following basic roles are important for HTTP interaatio

e Client - A client is programme that establishes connections foptinpose of
sending requests. Typically, a client will be a WWW browseit, it may also be
a search engine or some other sort of programme.

e Server- Any programme accepting connections in order to serviqaests by
sending back responses is a server. A server has to intarmfetnderstand the
contents of a request. The typical HTTP servervged server(WWW server)
which stores web documents like web pages, graphics andhmedlia files.

e Proxy - A proxy is an intermediary programme which acts as both eesemnd
a client, receiving a request and then acting as a client aaldng requests on
behalf of other clients. A popular application for a proxyvee is to cache the
most frequently demanded web pages at an ISP’s POP. Thestedumm the
user’s browser are first directed to the proxy to look up if deenanded page
resides in the proxy’sach€memory for temporary data). If the web page is not
present the proxy redirects the request to the origin welesefrhis methods
frees the Internet backbones from unnecessary traffic.Hiomntethod to work,
the proxy’s address must be explicitely configured in the'siggowser.

1. Request to
Proxy >

Client |4 Proxy

4. Response to
Client

2.Requestto

Server
3. Response to

Proxy

Server

Fig.8.7-2.  HTTP Proxy
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8.7.1 HTTP messages

HTTP messages consist of requests from client to serverempbnses from server
to client. Request and response messages use the genesagadésrmat oRFC
822 for transferring entities (the payload of the message)hBgtes of messages
consist of a start-line, zero or more header fields (headmigmpty line indicating
the end of the header fields, and an optional message-body.

generi c- message =
start-1ine
*nmessage- header
CRLF
[ nessage- body ]

start-line =
request-line | status-line

The start line of a message consists of a request line, if th&sayge is a request
message, or a status line, if the message is a response messag

The header fields can be grouped into four different catagori

e General headersapply to both request and response messages, and they do not

apply to the entity being transferred.

e If the entity being transferred by a request or responsestaete described
by some meta information, this can be done by ugngty headersin the
message being sent. If no message body is present, the atformgiven in the
entity headers describes the resource identified by thestqu

e The purpose ofequest headerss to allow the client to pass information about
the request, and about the client itself to the server. Tleepat contain any
information about the message body (i.e. the entity beigstierred).

e Response headersre used by the server to pass any information which can

not be given in the status line. They do not contain any inédrom about the
message body.
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8.7.2 HTTP request
An HTTP request has the following format:

request =
request-Iline
+(gener al - header | request - header | enti ty- header)
CRLF
[ nessage- body ]

request-line =
met hod SP request-URlI SP HTTP-version CRLF

The HTTP request starts with a request line which contaiesntiost important
information of the request. The request line is followed byozor more headers,
which can be general headers, request headers, or entiigise&eperated by a
blank line (carriage return + line feed), an optional mesdagdy can be part of the
request message. The request-line contains three fieldsaseg by space charac-
ters:

e The method field specifies the method to be performed by thesisen the
resource identified by the request-URI

e The request-URI is a URI as described in Section 8.2.1 andtiftes the
resource upon which to apply the request. The absolute foomntaining the
host name - must be used when sending a request to a proxg. Héguest is
sent directly to the origin server, the path form (the uthpgart) can be used,
which uniquely identifies the resource on the server.

e The HTTP-version field indicates the version of an HTTP mgssAny app-
lication sending a request message as defined by the HTT§pécififcation
must include a string indicating an HTTP-version of HTTR/1.

In the following, some popular HTTP/1.1 request methodaesented:

e GET requests a resource. Normally this would be a document ooty kind
of data stored on the server.

e A HEAD request looks very much like a GET, except the server sheatla
only the HTTP headers, not the item. This method is often tme@sting URIs
for validity, accessibility, and recent modification.

e POSTIis used to send a block of data to the server. This might be &ata or
some other application-specific information. The URL idfieed a function that
will process the block of data. In web applications the fiorcts often part of a
CGl script or a java servlet.

e ThePUT method can be used by a client to store an entity on a server and
particular URI. A typical application is the upload of welbgesa belonging to a
web site which is hosted by an ISP.
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e DELETE asks the server to delete the resource named in the URI.

A typical request from a web browser to a web server may lodkléswvs:

GET / HTTP/ 1.1

Accept: image/gif, inmagel/x-xbitmap, inmage/jpeg, inegel/pjpeg, */=*
Accept - Language: de

Accept - Encodi ng: gzip, deflate

User - Agent: Mozilla/4.0 (conpatible; MSIE 5.0; Wndows 98)

Host: |icher. fernuni-hagen. de

Connection: Keep-Alive

The first line in this example consists of the request mettead By a Microsoft

Internet Explorer. The browser uses the GET method to ret¢fuetomepage (indi-
cated by the URI /) from the WWW server. In the second part effitst line the

browser indicates that it understands HTTP/1.1.

The client’'saccept headersndicate:
e The clientis willing and able to receive a variety of imagé¢adigpes.
e The user’s language is German.

e The clientis willing to receive information that has beemgwessed usingzip
or deflate

The client identifies the browser product and version inUiser-Agent header
In this example it is a Microsoft Internet Explorer 5.0 rumgion a Windows 98
machine.

TheHost-Headeridentifies the server that was named in the request URL. \Witho
this field, the server would not get to see the host name. Shimportant because
a web server can run sevekaitual hosts. It is very common for Web sites to be
outsourced to a service provider. The provider can load goanyis web site onto
a computer which is shared with many other companies. In auabnfiguration,
each web site is represented by a virtual host.

Example 8.7-1:

An ISP runs three virtual hosts (web sites) on the same webeser
www.CompanyA.com, www.CompanyB.com, and www.Compang@.c A
DNS server resolves all three names into the same IP addvhgd) is the IP
address of the host running the web server. A browser costeetite web server
(port 80) and use&ET / HTTP/ 1. 1 to request the homepage of Company
A. The web server does not know from the GET method which caryipdhome
page the browser wants to access. So, it looks up the hosthieeithd out that
the browser wants to access the web site of Company A. Now #iesearver
can load the requested HTML files from its hard disks and sdrem to the
browser.

The Connection-Headerallows the sender (either client or server) to specify opti-
ons which should be applied to a particular connection, vimeans that it must
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not be communicated by proxies or further connections. is ékample the cli-
ent indicates that the connection (in most cases TCP/IR)Idl® kept alive after
the response has been delivered. Hence the connection emetdor succeeding
requests and responses. If the client wants close the coomedter receiving the
response it employs the following header:

Connection: cl ose

The concept of utilizing a connection for multiple requestponse pairs is referred
to aspersistent connection(see Fig. 8.7-3). In HTTP/1.1 persistent connections
are the default.

Persistent connections have the following advantages:

e Saving of operating system resources like CPU time becassedonnection
setup and tear-down are necessatry.

e |t is possible to send multiple requests on one connectighowt having to
wait for the first response before sending the second redli@stmechanism is
referred to apipelining (see Fig. 8.7-4).

e Since there is less connection setup and tear-down, fevegefsare sent over
the network. Since the TCP connection setup is rather ceatplil using a three-
way handshake mechanism (see Section 4.4.4), less cammsetups lead to a
considerable reduction of packets sent between a cliend sedver.

Client Server Client Server
open ---1... open ---{...
I I
«— | «— |
close ---{---
open \ —
«— | «— |
close ---{---
open \ —
| «— |
close ---1---
close ---{---
v time v v time v

Fig.8.7-3:  HTTP persistent connection
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Client Server Client Server
open ...1... open ... |...
—
«— | M
—
—
.
.
\ /
«— | «— |
close ---{--- close ---{---
v t|me v v tlme A 4

Fig. 8.7-4: HTTP pipelining

Exercise 8.7-1:

You can display a request from your browser by connectingeddllowing URI:
http://ww. rewebber. de/ show request/http://ww.fernuni-hagen. de

8.7.3 HTTP response

An HTTP response is always the second message in an HTTRgtitar and has
the following format:

request =
status-1ine
*(gener al - header | response- header | enti ty-header)
CRLF
[ nessage- body ]

status-line =
HTTP-ver si on SP satus-code SP reason-phrase CRLF

The status line contains the most important informatiorhefresponse and indica-
tes if the request was successful.

The status code is a 3-digit integer result code of the attémmpnderstand and
satisfy the request. The general code assignments araykspin Table 8.7-1. The
reason phrase gives a short textual description of thesstaitde and is aimed at
human users.
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Tab. 8.7-1: Status Codes

Code Meaning

Ixx

| nf or mat i onal

2XX Success. The action was succesfully received, understood, and
accepted

3xx Redirection. Further action must be taken in order to complete the
request.

4xx Client Error. The request contains bad syntax or cannot be fulfilled.

5xx Server Error. The server failed to fulfill an apparently valid request.

A typical response message from a web server:

HTTP/ 1.1 200 OK

Date: Fri, 09 Jun 2000 09:47:54 GVI

Server: Apache/1.2.0

Last-Modified: Wed, 07 Jun 2000 13:26:14 GMT
ETag: "3531b8-5d-39db2ff 6"

Content - Lengt h: 93

Accept - Ranges: bytes

Cont ent - Type: text/htm

<htm >

<head>

<title>Hello Wrrld</title>
</ head>

<body>

Hello World

</ body>

</htn >

The status line indicates that the server speaks HTTP/ldlirdorms that the
request was understood and processed.

The Date headersimply gives the date and exact time of the response message.

The Server headeridentifies the server product, just as the client did. In daise
the product is an Apache web server version 1.2.0.

TheLast-Modified header s a field which should be included in a response whe-
never possible. It indicates the date and time at which theesbelieves the entity
was last modified. Depending on the type of the entity, thig bea modification
date from a file system, a time stamp from a database, or thentutate and time,

if the entity is dynamically generated from data which chesmgonstantly.

The ETag headercontains a validator for the requested resource. It can ée ius
conjunction with the Last Modified header to identify if thesource has changed.
This can be achieved by associating a unique ETag (validateach version of the
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resource. The client can compare the ETag with a cachedowelreim a previous
response. If the ETag in the current response is differem fthe cached version,
the resource has changed.

The Content-Length headersignals the length of the message body in bytes.

The Accept-Ranges headeindicates that the server is willing to accept requests
that ask for parts of resources by specifying one or moregasng bytes.

The Content-Type headerspecifies the media type of the resource in the message
body. In this is example the resource is an item of type tedtsartype html.
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9.1 Goal of the Chapter

The goal of this chapter is to get an understanding of the am@sms ofUsenet
News Usenet News are considered with respect to the user’s wevechnical
aspects, and to the usage of Usenet News.

9.2 What is Usenet?

The Terms "Newsgroups", "Usenet News", and "Net News" an@symous. "Net
News" is the oldest denotation, , which was replaced by "es@ews)"”, resulting
of the days, the traffic was transported by the uucp program oine Unix machine
to another. Another explanation is "Unix USEr's NETwork".

The Difference between Usenet and Internet is on a contehdma technical level.

Usenet is a world-wide distributed discussion system. iiscsis of a set of "news-
groups" with names that are classified hierarchically byestil{topic). "Articles"
are "posted" to these newsgroups by people on computerstietlappropriate
software. Articles are similiar to email messages in stmectind type of transport
mechanisms, but handled by different instances on a comuteles are inten-
ded for public discussions rather than personal commuaitand are broadcast
to other interconnected computer systems via a wide vagetyetworks. Some
newsgroups are "moderated”; in these newsgroups, théearace first sent to a
moderator for approval before appearing in the newsgrogpnet is available on
a wide variety of computer systems and networks, but the dutkodern Usenet
traffic is transported over either the Internet (NNTP) or LRJC
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NEWS Transfer

I< ¢ An article is posted to the news server. >>I

Animation 9.2-1: Usenet

Formally, the Usenet is a logical network as it has a stredbutt physically its data
is propagated from one location to another via various difienetworks, such as
the Internet, BBSs (Bulletin Board Systems) and others.

Practically, the Internet adopted Usenet, and browsingnetsgews is made within
the Internet via Internet protocols. Still, one may haveeascto Usenet without
having access to the Internet.

9.3 Usenet History

In the late 1970s, Unix developers came up with a new featusystem to allow
Unix computers to exchange data over phone lines.

In 1979, two graduate students at Duke University in Northo@aa, Tom Trus-
cott and Jim Ellis, came up with the idea of using this systienown asUUCP
(for Unix-to-Unix CoPy), to distribute information of interest to people in the
Unix community. Along with Steve Bellovin, a graduate stntlat the University
of North Carolina and Steve Daniel, they wrote conferencofjware and linked
together computers at their universities.

Word quickly spread and by 1981, a graduate student at Bsyrelark Horton and
a nearby high school student, Matt Glickman, had releasesvavarsion that added
more features and was able to handle larger volumes of gsstie original North
Carolina program was meant for only a few articles in a neauggeach day.

The software has been adapted to the increasing number sfaréiales.

Today, Usenet connects hundred of thousands of sites atbendorld offering
more than 50.000 newsgroups.
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9.4 Structure and Organisation of Usenet

Usenet is a forum for public network messages. The messageseat by people
who have posting access to Usenet, and they are dividedififeoetht newsgroups

by a hierarchy, according to their subject. Newsgroup nageesgrally contain two

or more parts, separated by dots. As one can read from lefjii the various parts
of the name progressively specialise the topic of the dsounsThe first part of the

name indicates the top-level hierarchy to which the newggtmelongs. Based on
the historical evolution of Usenet there is a seven standgrtevel hierarchy, called
"Big Severi. These are the first seven top level that were establisteedl@ble 9.4-

1 and the next section for explanation).

Tab. 9.4-1: "Big Seven" top level hierarchy

name topic

comp. discussions about computer hardware and software

talk. general discussions about controversial topics

news. discussions about Usenet like administration and creation of new
newsgroups

soc. social and cultural discussions (ethnics, religous, etc.)

SCi. science-related topics

rec. "recreational": sports, hobbies, food, music, etc.

misc. discussions, which don't fit anywhere else

In addition there are many more national newsgroups. Thay with the interna-
tional TLDcc ("Top Level Domain Country Codé€"), e.g. "de." for Germany, "nl."
for the Netherlands, or "eunet.” for europe wide topics.SEheBewsgroups are are
intended mainly for distribution within limited geograpghi areas or within single
institutions (like the "feu." newsgroups of the FernUngiit).

Furthermore mappings from other networks and bulletin #®dike "z-netz."
(Zerberus-Netz), "fido." (Fid net), or "maus." (Maus-Netan be found. Articles
posted into these newsgroups are vice versa transporthd tdter networks.

Finally, there are various special-purpose hierarchieghvare not distributed as
widely as the "Big Seven" and alt. Some of these focus on afieed fields, for

example, "bionet." for biology or "school.” for discusssgomainly about school
releated topics and mostly used by pupils.

To clarify the diversity of newsgroups see Table 9.4-2 fomals selection of news-
groups available at the FernUniversitat's news server:
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Tab. 9.4-2: Newsgroup selection

Name Explanation

comp.ai.fuzzy Artifical intelligence

comp.compression Compression algorithms

comp.protocols.misc Here you can find more information about the
protocols explained in this course

de.markt.buecher German newsgroup about selling and buying books

de.org.mensa Clever people

feu.kontakt, feu.cafe To meet fellow students

misc.fitness.misc Mens sana in corpore sano!

sci.crypt Cryptology related discussions

soc.history.science History of Science

alt.music.abba About a no more existing swedish pop group

94.1 Structure of newsgroup names

As mentioned in the last section, the name of a newsgroupfigsethe topic the
discussions in it are about. Like an email address, the newpghame goes from
general to specific (but in contradiction to email addreg$iom the the left to the
right).

Example 9.4-1:
de. conp. of fi ce- pakete. staroffice

This newsgroup is German speaking ("de.). The main topiccaraputers
("comp™). On the same level of hierarchy are main topics likeg." (langua-
ges) or "0s." (operating systems like Unix, Mac OS, or OS/2).

Further, the fragment "office-pakete." describes the suggwhich handles
with software for offices (like wordprocessors, spread shesc.).

Last, "staroffice” denominates the actual topic StarOffecejntegrated office
application.

In general, newsgroups are text oriented. This propertyltefrom the historical
roots; in former Usenet times, the nodes were connectedwadl sandwidth data
paths (analogue telephone connections typically). It waspossible to transport
thousands of articles containing binary data (like grapfsoftware, etc.) every day
using such connections.

This attitude has changed with upcoming high speed netwadthesre is now the
possibility to fulfill the need of so called high traffic andyhivolume newsgroups.
An indicator for these newsgroups is the word "binaries" eatrere in the name
(like "de.comp.linux.binaries"). Because of the high vokj not every server is
hosting these newsgroups.
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9.4.2 Moderated Newsgroups

The fact, that every user subscribed to a newsgroup can mtisi@es, suggestive or
senseless, is a reason, that some newsgroups insist thidchesion remains focu-
sed on the proper topic. Therefore moderated newsgrougsidesn introduced.

Articles posted in such a moderated newsgroup are mailétgroup’s moderator.
He reviews the arcticles and decides whether to forward teethe actual news-
group or not. Because of this approach articles appear eliaythe newsgroup.

9.5 User's View to Usenet

In general, every internet providers offers access to Us&he source of the news-
groups is a so calledews server wich holds the news. This server is also called
news feedfor his function of feeding Usenet articles to users and rotlesvs ser-
vers.

A user, who wants to access newsgroups needs permissiogorge to news-
groups and to read at least. If he wants to post articles leerasds the right to
write or to send the articles to the news server, respeetivel

Not all newsgroups are provided by every internet serviceiger, the number of
groups offered depends on the hard disk capacity and bamdvgervice provider
is willing to invest.

The exact number of all newsgroups is unknown and hard to eléfatause of
newsgroups only locally available or because of restriggtlidution. Assumptions
go from 30.000 to 100.000 newsgroups worldwide. The numbéneoBig Seven
hierarchy newsgroups averages between 20.000 and 30.0Q3Q maIps.

951 Newsreader

Like using email, the user who wants to access newsgroupsdsreesoftware tool,
here a so called news reader. Like email clients a multitidguoh clients are
available. Independent of their user interface (textugraphical), they offer a cer-
tain number of base functions and a more or less equal nurbgtemted features.

The two main functions of news readers are to manage the rgpii@c of news-
groups and to handle the reading and posting of articleskisk®sv, Section 9.5.2
and Section 9.5.4).

The user needs to have an active internet connection to esgsbnet. Because
most of the time using the Usenet is spent in reading andngrérticles money is
wasted if he has to pay for the internet connection. As a solpoffline newsreader
only connect to the internet, while data is transmitted.
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In a short online phase, the news reader contacts the neves,geansfers the sub-
ject header (identical to email subject headers) of thelagtiof the newsgroups the
user has subscribed. Further, articles the user has cothposeosted to the corre-
sponding newsgroups. Then the internet connection, whkiclfién established via
a telephone line, can be dropped.

The user can now select the arcticles he is interested itraniby time.
In a second online phase the marked articles are downloaolexctiie news server.

For the communication details of the dialog between newgesamnd news reader
see Section 9.6.4.

9.5.2 Threading

One of the terms used when dealing with newsreaders tha¢sdus most trouble
with new Usenet users is the terimread. Newsreaders often give the option of
"threading" articles and people often refer to "threadshimia newsgroup. A thread
is simply a group of articles in a newsgroup that each haveséimee subject, in
which one of the articles is the original post and the resf@tewups (replies to
the newsgroup). Sometimes a thread can last so long thatitiiead posting is no
longer on the news server and nothing but followups exist.

Keeping the definition of a thread in mind, the differencenmsstn threading articles
or not within a newsreader is this: threading articles makesticles with the same
subject appear together, under the original post; leaviagtticles unthreaded will
result in articles being sorted strictly by the selectedhodt(date, subject, etc.),
regardless of whether or not they have the same subject. $heases, threading is
the way to go. This makes it easier to follow a thread.

9.5.3 Subscribing and Unsubscribing to Newsgroups and
Reading of Usenet Articles

When using a news reader for the first time, the user prometsdtvs server for an
inital download of all newsgroups available. Following kist the user can select
(mark) the newsgroups he is interested in.

If the user does not want to read the arcticles of a newsgnantipefr, he signals this
to the news readber by unsubscribing the newsgroup.

After done so, the news reader downloads the subject heafdetes existing arctic-
les of the marked newsgroups and displays them. By seleatsuipject header the
news reader load the corresponding article and presemwt#hietuser.

The availability of Usenet articles depends on the configumaof the news server
(and therefore on the Usenet policy of the news server adimanor). Depending on
the size and number of daily messages and the available aligcity of the news
server, the articles are stored for some days until severaksy
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9.5.4 Posting of Usenet Articles

In this section the main user actions are described: Poatiiaes as a response to
an existing article, starting a new sequence of articlesla@diltering of articles of
unwanted other users.

9.54.1 Beginning a new thread

There are two basic types of articles that can be posted toditsan original post
and a followup. Anoriginal posting is simply an article posted to one or more
newsgroups that has an original subject and can therefa@iea thread. A fol-
lowup is a reply to an original posting that is send to the saewesgroup(s) as the
original posting. Afollowup is usually a response to the original posting (as in an
answer to a question), but Usenet threads sometimes laghgdHat the original
posting is forgotten and nothing but followups exist. Sorew/sreaders call follo-
wups "replies,” but a reply is usually considered as a pels@sponse via email,
not a public posting to Usenet. Sometimes, users post axMopianessage in addi-
tion to a personal email reply.

9.5.4.2 Crossposting

When posting an article to Usenet, you have the option ofipg#tto one or more
newsgroups. If an article is posted to more than one newpgibis calledcross-
posting. A newsreader can be configured to crosspost by simply gacicomma
between the names of each newsgroup the article shall bedotost

Example 9.5-1:
Newsgroups:
feu.ice-bachel or. kurs. 20018. di skussi on, feu. ur z. ber at ung

Crossposting can be useful if an article shall be send to iti@me one group that
would be of interest to readers of each newsgroup (who mighhecessarily read
each group).

If a suitable group can not be found, one should never post totatrary sample of
groups; that would be very unproductive, and the messagletevgn be considered
asspamURL], against which serious measures can be taken.
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9.54.3 Killfile

Most Usenet newsgroups are not moderated; the Usenet agseamedium filled
with annoying advertisement or stupid questions. This eaedsily fixed, however,
with the use of &ill file . A kill file is simply a file (usually kept in the same directory
as the newsreader) that contains strings of informatiortétfidhe newsreader what
articles in which newsgroups to erase automatically. Thesneader, with the help
of a kill file, can sort through all incoming Usenet articlesamatically and choose
not to display ones that look likgunk mail ."

Most newsreaders allow the user to "program” their Kill filesng easy-to-use
menus or dialogue boxes. The user can usually choose tedeketssages with
certain phrase(s) in the "Subject:" line or in the "Fromrieli In other words, a kill

file can be used to eliminate messages with subjects comggamie or more words,
specified by the user, or messages from a specific individiradge e-mail address
you enter in your kill file).

Many newsreaders allow these "kill strings" to be entereddwysgroup, or globally.
In other words, if all articles fromag@t udent s. f er nuni - hagen. de shall
be deleted from theeu. i ce- bachel or. kurs. 20018. di skussi on news-
group, but not from any other newsgroup.

9.6 Technical Aspects

9.6.1 Basics

Each computer acting as a news server (and belonging toisegims like univer-
sities or companies) stores incoming news articles locaéhgre are directories and
subdirectories corresponding to each newsgroup name eAtetvs server hosting
this course’s newsgroups, the articles are stored in atdiyeending with the path
"news/ice-bachelor/kurs/20018/diskussion”. The newseseresponding to news
reader request for one or more articles of a newsgroup aexéss corresponding
directory and delivers the articles. The advantage of timd &f storing is that only
one instance of an article has to be retained, regardlesautihhéer of the users of
the corresponding newsgroup.

Articles are stored on the news server until their numbee, sir age exceeds a limit
given by the administrator.

Seen topologically, the Usenet is a directed graph of neweséfodes), connected
by communication lines (edges). Each news server queseateivs feed periodi-

cally. New articles are transported from the news feed totves server and saved
to the corresponding folder in the directory structure akmgd above. This kind of

inquiry is also called pull method". If the news feed is initiating the transfer of
news articles, this is calleglshing’. With "pulling" and "pushing" news articles
are distributed across the Usenet.
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9.6.2 Anatomy of an Usenet Article

In Section 7.3 we have analysed the structure of email messegspecified in RFC
822 [RFC822]. Usenet articles are built the same way, thieictire and format is
equivalent to a valid Internet message according to the REX; But is extended
by several additional header fields. This property simgifige transmission and
makes it possible to use most of the standard email softWaeeadditional headers
are explained in the RFC 1036, "Standard for Interchange s&negt Messages"
[RFC1036].

Required headers are "From", "Date", "Newsgroup", "SubjéMessage-ID", and
"Path", see the RFC for the optional header fields. Any oti@ecognised headers
are allowed, but will be passed through unchanged.

The following listing holds a sample article from the newsgy "sci.crypt”, a group
which handles with cryprological topics:

Pat h: oak. f er nuni - hagen. de! news- koel. df n. de! news-
fral. df n. de! news-fra. pop. de! news. csl - gnbh. net!
newsf eed0l. sul .t-online. de! newsm®DO. sul . t-online. com
t-online.de!news.t-online.com not-for-nmail

From Mok-Kong Shen <nok-kong.shen@-online. de>
Newsgr oups: sci.crypt

Subj ect: Re: Wwole file encryption

Date: Wed, 08 Nov 2000 10: 39: 36 +0100

Organi zation: T-Online

Li nes: 65

Message- |1 D <3A091F58. FC2F6E59@ - onl i ne. de>

Ref erences: <3A08EBF9. 73B8741E@art hli nk. net >

M nme-Version: 1.0

X- Conpl ai nt s- To: abuse@-online.com

X- Sender: 320032439720-0001@-di al i n. net

X-Mailer: Mdzilla 4.51 [de] C-CCK-MCD DT (W n98; 1)
Xref: oak.fernuni-hagen.de sci.crypt: 88680

Benj am n Col dberg w ot e:

> The following is a sinple idea for whole file encryption
> shox is actually a keyed sbhox.

>

If | understand correctly, what you do in encrypt_r
is equivalent to doing a pernutation of the elenents
of the array data..

[ del et ed].

M K. Shen

Like in email messages, the headers in this article comerédfe body of the
article, and are identified by the colon following them. Thquired headers are:
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1. Path: From right to left, this line shows how the article naged to
get to the local machine. In this case, the article was atdeate sen-
ding it to the news server news.t-online.com and was passed this
machine through the machines news-koel.dfn.de! newsdfradle!news-
fra.pop.de!news.csl-gmbh.net!newsfeed01.sul.t-enti@lnewsmmaO00.sul.t-
online.com!t-online.de, and finally to the news server feakuni-hagen.de,
from where it was requested.

2. From: Tells, who sent the message, consisting of the paremail address
followed by the real name in parentheses (optional).

3. Newsgroups: The newsgroups header for this article, gststhis article
should be directed to the newsgroup “sci.crypt”.

4. Subject: The subject of the article. The "Re:" Identiftas article as a follo-
wup to an earlier article.

5. Date: This is the date that the message was sent. It mag fekedays for an
article to propagate across Usenet, depending on how therjgsosomputer
is connected to its neighbours.

Organization: The organisation (institution, compating) sender belongs to.
Lines: Number of lines of the article.

Message-ID: This is a line giving an article ID number tds tharticular
article. Of the formuni que_stri ng@ost . domai n. The combination
of unique_string and hostname uniquely identifies thickrthroughout the
Usenet.

9. References: Shows the unique Messsage-ID of the amigibich the actual
one is a follow-up to. The purpose of "References:" headeis allow mes-
sages to be grouped into conversations by the news reader.

The other fields are already known by email headers (Sect®)ro7 will be subject
of an assignment, respectively.

Finally we come to the article text itself. Lines which begiith ">" are "quoted"
from the article that this one is following up. There is u$ypan attribution line
which indicates who wrote the quoted text. These are indet¢omatically when
you reply to an article. Notice that there can be also lineglwbegin with ">>",
These were quoted in the article which is being quoted. Oaoally one can see
four, five, or even more levels of quoting, but many peoplesader this to be bad
form.

At the end of the article, separated from it by two dashes asphae, there is often
a signature, which may contain the author’'s name, emailesddes), mail address,
phone number, etc. Many newsreader programs allow to cee&iginature file"
which is automatically appended to the end of each article.
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9.6.3 Control Messages

A news administrator (hewsmaster) can manipulate Usehelegrand newsgroups
by means of control messages. Control messages are spicialsgposted to the
control newsgroup containing commands that instruct nemsess to perform spe-
cified tasks.

They are recognised by the presence of a "Control:" fielderatticle header, which
contains the name of the control operation to be performexktdf these messages
perform their action automatically at the time the artidgrocessed by the news
server without notifying the news administrator.

1. The cancel Message

The most widely known message is cancel, with which a usecaanel an
article sent earlier. This effectively removes the artictan the spool direc-
tories, if it exists. The cancel message is forwarded toiskghat receive
news from the groups affected, regardless of whether theleatias been
seen already. This takes into account the possibility thatoriginal article
has been delayed over the cancellation message. Some ne@msyallow
users to cancel other people’s messages; this is, of codesiejtively not
allowed.

The Subject: and Control: fields should appear as follows:
Subj ect: cnsg cancel <nmessage | D>

Control: cancel <nessage |ID>

2. newgroup and rmgroup

Two messages dealing with creation or removal of newsgraupshe new-
group and rmgroup messages. Newsgroups below the "usuzdérbhies
may be created only after a discussion and voting has beehambng
Usenet readers. The rules applying to the "alt." hierardiowafor some-
thing close to anarchy. For more information, see the regutstings in
news.announce.newusers and news.announce.newgrowes.d¢ad a new-
group or rmgroup message yourself unless you definitely kinatvyou are
allowed to.

Subject: and Control: fields should appear as follows:
Subj ect: cnsg newgroup <newsgroup nanme>
Control : newgroup <newsgroup nanme>

In the body of the message, a brief description of the gropgrpose should
be included. For example:

For your newsgroups file:

feu.students. brave A group for our brave students.

3. The checkgroups Message
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Checkgroups messages are sent by news administrators t® atlagites
within a network synchronise their active files with the riged of Usenet.
For example, commercial Internet Service Providers mightdsout such a
message to their customers’ sites. Once a month, the "dffati@ackgroups
message for the major hierarchies is posted to comp.anemewgroups by
its moderator. However, it is posted as an ordinary artiotg,as a control
message.

4. sendsys, version, and senduuname

Finally, there are three messages that can be used to findout the net-

work’s topology. These are "sendsys", "version”, and "semame". They
cause the news server to return the system description teetider, as well
as a software version string. Again, one should never issdle 8 message
unless it can made sure that it cannot leave your (regiom@lyork. Replies

to sendsys messages can quickly bring down a UUCP network.

9.6.4 Transport of Usenet Articles

In the beginning of the Usenet, the proto¢dUCP ("Unix to Unix CoPy ") was
the base of communication for Usenet articles. As the nays saws articles were
copied from one (Unix) system to the next in a batched mode.

Network News Transfer Protocol (NNTP) [RFC977] provides a different
approach to news exchange rather than rely on a batch, wslégticles to be

exchanged via an interactive network connection very gamib SMTP (s. Sec-
tion 7.4.2). NNTP is based on a stream-oriented conneatisumally over TCP, bet-
ween a client and a server. The only requirements for thatdhiests are that they
be able to open up a TCP/IP connection over the network anel ¢lent software

that understands NNTP. Most common UNIX-based newsreaaeraews-posting
programs have built-in NNTP support.

An NNTP daemon runs continuously on the news server hoshiisg on a well-
known port, just as the Simple Mail Transfer Protocol (SMEB)ver listens on a
well-known port for incoming email connections. NNTP cligmograms connect
to the NNTP server and issue commands for reading and posting articles.

Several commands allow clients to retrieve, send, and ptistes. NNTP also pro-
vides for an active and a passive way to transfer news, aabidly called "pushing”
and "pulling." Pushing means that the news client inititiiestransfer of new artic-
les by offering them (see "ihave/sendme” commands in the &FG. The client
offers an article to the server through the IHAVE msgid comdhand the server
returns a response code that indicates whether it alreadghbanrticle or if it wants
it. If the server wants the article, the client sends thekrtierminated by a single
dot on a separate line.

The opposite technique is pulling news, in which the cliegguests a list of all
(available) articles from a group that have arrived aftepectied date. This query
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is performed by the news reader. From the returned list okagsIDs, the client
selects those articles it does not yet have, using the fgritommand for each of
them in turn.

9.6.4.1 The NNTP Protocol

Two NNTP commands are the key to how news articles are pushedlled bet-
ween servers.

Connecting to the News Server

Connecting to the news server is as simple as opening a TCiecton to its
NNTP port (119). One of the commands available in every situationétd’h The
response generally depends upon whether the server lselieaethe connecting
computer is a remote NNTP server or a newsreader, as theddfarent command
sets required. The following listing shows a short sessamacting the NNTP port
of the university’s news server and issueing the commanelp™land "list active".

Listing: NTTP Session

C. denut h@i bauer: ~ > tel net news.fernuni-hagen.de 119
Trying 132.176.114. 41. .
S: Connected to oak. FernUni - Hagen. de.
S: Escape character is ""]’.S: 200 oak.fernuni-hagen. de | nterNet News NNRP se
INN 2.2 21-Jan-1999 ready (posting ok).
C. help
S: 100 Legal comuands
aut hi nfo user Nane| pass Password| generi c <prog> <args>
article [ Messagel D Nunber ]
body [ Messagel D] Nunber ]
dat e
group newsgroup
head [ Messagel D| Nunber ]
hel p
i have
| ast
list [active|active.tinmes|newsgroups|distributions|
di strib. pats|overview fnt|subscriptions|notd]
i stgroup newsgroup
node reader
newgr oups yymdd hhmss ["GMI™] [ <di stributions>]
newnews newsgroups yymudd hhmss ["GMI"] [ <di stributions>]
next
post
sl ave
stat [ Messagel D| Nunber ]
xgtitle [group_pattern]
xhdr header [range| Messagel D]
xover [range]
xpat header range| Messagel D pat [norepat...]
xpat h Messagel D
Report problens to <usenet @ak. f ernuni - hagen. de>
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C list active

S: 215 Newsgroups in form"group high | ow fl ags"
alt. best.of.internet 0000018063 0000017994 y
alt.conp. editors. batch 0000004229 0000004199 y
al t. fol kl ore. suburban 0000002727 0000002727 y

al t. ganmes. vga- pl anets 0000027087 0000026902 y

al t. nusi c. depeche- node 0000018880 0000018795 y

de. conmp. security.firewall 0000002127 0000001533 y
de. conp. security. m sc 0000001123 0000000430 y
de. soc. kul tur.japan 0000000662 0000000532 y

C quit

205 .

Connection closed by foreign host.
derut h@i bauer: ~ >

"list active" shows each supported group and provides médion about them. The
two numbers in each line of the output are the highest nundetecle and lowest
numbered article in each group. The newsreader is ableodaridea of the num-
ber of articles in the group from these. The last field in thipotdisplays flags that
control whether posting is allowed to the group, whethergtaip is moderated,
and whether articles posted are actually stored or jusepass.

The responses to NNTP commands always end with a period &)iae by itself.
The numbers you see in the output listing are response codkeara used by the
server to indicate success or failure of a command. The nsgpmpdes are described
in RFC 977.

Posting an Article

There is a difference betwegrushing an article ancposting an article. Pushing
an article means, that there is an implicit assumption thestticle already exists,
that it has a message identifier that has been uniquely &sbktgnt by the server
to which it was originally posted, and that it has a completeo$ headers. When
an article is posted, it is creates for the first time and tHg beaders supplied are
those that are basically meaningful such as the "Subjectt'tlae "Newgroups:" to
which you are posting the article. The news server will addhe other headers
for you and create a message ID that it will use when pushiagiticle onto other
servers.

This means, that posting an article is very simple; that tentpat it will be part of
an assignment.
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The NNTP Reader Mode

Newsreaders use their own set of commands when talking tova server. To acti-
vate these commands, the news server has to be operatirg so ttalled feader
mode'. Most news servers default to the reader mode, unless thddRess of the
connecting host is listed as a news-forwarding peer. In asg, ctNNTP provides a
command to explicitly switch into reader mode: mode reader.

NNTP reader mode has a lot of commands. Many of these arendekig simplify
the development of a newsreader. Therefore there are codsthat instruct the
server to send the head and the body of articles separakedye Bire also commands
that list the available groups and articles, and othersathat posting, an alternate
means of sending news articles to the server.

Listing New Articles

When a newsreader first connects to a new server and the useEasha newsgroup
to browse, the newsreader will want to retrieve a list of neticlkes, those posted
or received since the last login by the user. The newnews @mdns used for this
purpose. Three mandatory arguments must be supplied:

The name of the group or groups to query, the start date, andt#nt time from
which to list.

The date and time are each specified as six-digit numbeftstgtmost significant
information first;yymrdd and hhmrss, respectively:

Example: newnews feu. urz. beratung 001101 000000 lists all new
articles in the newsgroup feu.urz.beratung from Novembér 2000 midnight.

Selecting a Newsgroup

When the user selects a newsgroup to browse, the newsreagéeelirthe news ser-
ver that the group was selected. This simplifies the intemad¢tetween newsreader
and news server; it removes the need to constantly send the oBthe newsgroup
with each command. The group command simply takes the nartteefelected
group as an argument. Many following commands use the grelgeted as the
default, unless another newsgroup is specified explicitly:

Example 9.6-1:
group feu.urz. beratung

Response from the news server. 211 50 2754 2803
feu. urz. berat ung

The group command returns a message indicating the numlaetioé messages,
the low-water mark, the high-water mark, and the name of thagg respectively.

Note that while the number of active messages and the higérweark are the same
in our example, this is not often the case; in an active newggesome articles may
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have expired or been deleted, lowering the number of acteesages but leaving
the high-water mark untouched.

Listing Articlesin a Group

To address newsgroup articles, the newsreader must knoeghvalniicle numbers
represent active articles. The listgroup command offelistaof the active article
numbers in the current group, or an explicit group if the graame is supplied:

Example 9.6-2:
i stgroup feu.urz. beratung

Response from the news server: A number list of active adicl

Retrieving an Article Header

The user must have some information about an article befmrah know whether
he wishes to read it. We mentioned earlier that some commaliais the article
header and body to be transferred separately. The head cmhmmased to request
that the server transmit just the header of the specifiedeatt the newsreader. If
the user doesn’t want to read this article, time and netwaridvidth is not wasted
transferring a potentially large article body unnece$gari

Articles may be referenced using either their number (froenlistgroup command)
or their message identifier:

head 2802

221 2802 <8uui 4r $i ns$l@ak. f er nuni - hagen. de> head

Pat h: oak. f er nuni - hagen. de! not - f or - mai

From "Martina Preuss" <Martina.Preuss@ernUni - Hagen. de>
Newsgroups: feu. urz. beratung

Subj ect: Re: Logfiles

Date: Wed, 15 Nov 2000 18:37:50 +0100

Organi zation: FernUni Hagen

Li nes: 68

Message- | D: <8uui 4r $i ns$1@ak. f er nuni - hagen. de>

Ref er ences: <8unBi k$bl 5$81@ak. f er nuni - hagen. de>
<3A0EEAF9. E5D86DAD@ k. de> <8uogkb$8hp$l@ak. f er nuni - hagen. de>
<9u4qu8. 3h4. I n@l arty. dhal | er. de>

NNTP- Post i ng- Host : shi va- hgw 197. f er nuni - hagen. de

M me-Version: 1.0

Cont ent - Type: text/plain; charset="iso-8859-1"

Cont ent - Transf er - Encodi ng: 8bi t

X-Trace: oak.fernuni-hagen.de 974310363 19196 132.176.120. 197
(15 Nov 2000 17:46:03 QM)

X- Conpl ai nts-To: usenet @ak. f er nuni - hagen. de
NNTP- Post i ng- Dat e: 15 Nov 2000 17:46: 03 GMI

X-Priority: 3

X-MSMai | -Priority: Nornmal

X- Newsr eader: M ckeynouse Qutl ook Express 5.00.2314. 1300
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Xref: oak.fernuni-hagen. de feu.urz.beratung: 2802

Retrieving an Article Body

If, on the other hand, the user decides, he does want to reaadtible, her newsrea-
der needs a way of requesting that the message body be tttetkniihe body

command is used for this purpose. It operates in much the sayes the head
command, except that only the message body is returned:

body 2802
222 2802 <8uui 4r $i ns$l@ak. f er nuni - hagen. de> body
Hel | o,

> David Hall er <Davi d@hal |l er.de> wote
>

Reading an Article from a Group
The commanddrticle” also accepts an article number or message ID as an argu-

ment, but returns the whole article including its header.

Example 9.6-3:
article 2802

Attempting to retrieve an unknown article, the server waliurn a message with an
appropriately coded response code and perhaps a readdbieetesage:

Example 9.6-4:
article 4711

Response423 Bad articl e nunber
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10.1  Goal of the Chapter

The goal of this chapter is to understand the mechanism dfiteelransfer Pro-
tocol. Special emphasis is put on the client-server-interaetioile user commands
will be considered as well.

10.2  The File Transfer Protocol

The FTP is a simple client server protocol for exchanging text anahby files
[RFC959]. It has been defined in 1985 and is still used as atdrlotocol in the
Internet.

Up until 1994, when the World Wide Web took over the Interik§tP was the most
widely used Internet client application besides emaik lised as a remote shell for
file access on an Internet host. Using an FTP applicationcaneonnect to an FTP
server, navigate through the available directories, auster files.

An FTP site can be public, private, or both. With a privatecart, a user can be
given access to the entire network’s directory structur@)st specific areas.

The Internet is also home to thousandspoblic access FTPservers that allow
anyone to connect and transfer files to and from specific tires regardless of
whether they have an account on the host. This is called amony FTP. When
connecting to amnonymous FTPsite, a user usually specify "anonymous" as the
user name and "guest"” or the email address as a password.

Anonymous FTP sites are used, for example, to publish a llsstieg of public
domain and/or shareware files. One public FTP site e. g. ifeftpuni-hagen.de.
FTP was designed mainly for use by programs, but the FTP agtjan itself has
turned out to be a critical part of any TCP/IP. In fact, FTPudtbnto World Wide
Web browsers so a user can browse FTP servers with the sagraprthat he uses
to browse the Web without recognising that he ist using FTP.

As stated in RFC 959, there were four objectives in the desigine FTP protocol:
To promote sharing of files (computer programs and/or)data

To encourage indirect or implicit (via programs) use ofioée computers.
To shield a user from variations in file storage systemsmnnosts.

w0 NP

To transfer data reliably and efficiently.
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10.3 FTP Clients

FTP refers to both thETP protocol and anFTP application. The FTP protocol

defines a series of commands that the client sends the ta,sandgehow the client

and server transfer data. An FTP application is usually aadher-based terminal-
type application in which the user connects to an FTP sefver.purpose for the
FTP application is to provide natural language commanddaiplerror messages,
as well as higher-level functionality than just a terminalild provide.

Using Unix the command is simple "ftp" or "ftp <hostname>hiFis an FTP client
application.

10.3.1 Connecting and Logging In

Running FTP for the first time it presents the following pramp

ftp> _

The user can connect to any FTP site with the "OPEN" commaddaan to type
"open" followed by the name of the FTP server. For examplesaianect to the

FernUniversitat's public FTP site the following must beeyp

ftp> open ftp.fernuni-hagen.de <enter>

At this time the program attempts to connect to the serveroothi. Once connec-
ted, the client program receives a 220 reply (for explamegie Section 10.4.1) fol-
lowed by a welcome message. Here is the welcome messagdatitmi-hagen.de:

Connected to ftp.fernuni-hagen. de.

220-********** khkhkkkhhkhkkhkdkx *khkkhkhkhkhkdkhkhkd *hkhkhkdkhkhkkhddx *hkdkhkkhhkhrkd *hxxkhdkxkk*xx

220- *

220- Kurze Anleitung fuer nicht geuebte ftp-Benutzer/innen
220- *

220- 1. als | ogin-Nanen ftp oder anonynous und nicht etwa
220- * den irgendwo vorhandenen | ogi n- Namen angeben

220- *

220- 2. als Password bitte die eigene Mil -Adresse

220- *

220-****xxx%

220-x*xxx*xx+x Achtung: falls der |s-Befehl nicht funktioniert:

220- ***x %% * I's -1 oder

220- x % *k*x % dir ei ngeben

220-*****xx %

220-********** kkhkhkkhkhkkhkhkkhkkhk *hkkhkhkkhkhkkhkhkhd *hkhkkhkhkkhkhhdh*dx *hkhkhkkhkhkkhhkhd, *khhkkhkhkkhkkkkx

220-

220 ftp FTP server (Version wu-2.6.0(2) Sat Jul 15 12:06:41 MET DST 2000) re
Nane (ftp.fernuni-hagen. de:denuth):
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Next, the user gets a prompt to enter his username. Havingcauat on the server
he can enter his username, but for public access (anonymi®js'Bnonymous” is
typed:

Nane (ftp.fernuni-hagen.de: demuth): anonynous
331 CGuest login ok, send your conplete e-mail address as password.

Next the servers asks for a password. Again, having an atcthenpassword is
entered here, but connecting for public access, the emdrkead is entered. The
password is not echoed to the screen.

Passwor d:

The server then grants access with another welcome messatjénally the FTP
prompt is waiting again. There are a fixed set of commandsdéiatbe used to
navigate through the directories on the server and dowrflkzesd

10.3.2  Listing Directories

One of the commands to navigate through directories is "DIRteality there is

no DIR command in the FTP protocol specification. Howeves, standard user
interface for accessing FTP servers has brought this comirftaward from the

operating system because it is more user friendly.

The following listing shows the response to a "dir* commandraFTP prompt:

ftp> dir
200 PORT command successf ul
150 Opening ASCI|I node data connection for /bin/ls.

total 27

S 10 10 0 Jul 13 07:01 .forward

- FWXT - XT - X 1 900 100 0 Apr 26 1996 .notar

S 10 10 0 Jul 13 07:01 .rhosts

dr wxr - xr - x 2 900 100 1024 Nov 27 23:00 Info
“r--r--r-- 1 900 30403 1419 Nov 25 1999 READVE
-TWXT--T-- 1 900 100 200 Nov 8 1996 REFERENZ

dr wx- - - - - - 2 900 100 512 Jul 22 1997 Tnp
d--Xx--Xx--Xx 20 30403 512 Jul 19 06:42 bin
d--Xx--Xx--Xx 20 30000 512 Jul 14 10:16 dev

- FWXT - XF - X 1 900 100 3247 Dec 11 1996 e _wel cone. htm
d--X--Xx--X 20 30000 512 Jul 17 10:00 etc

STW WA - - 1 900 100 1946 Apr 29 1998 ftpwel cone. ht ni
d--X--Xx--Xx 20 30000 8192 Aug 4 1995 | ost +found

dr wxr wxr - x 20 30403 512 Apr 26 1996 nsgs
dr-xr-xr-x 24 900 60001 512 Feb 22 1999 pub
d--X--Xx--X 40 30000 512 Jul 12 06:14 usr

- T WXT - XT - X 1 900 100 1956 Apr 29 1998 wel cone. ht m

226 Transfer conplete.
ftp>
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Note that there is a lot more information here than probakpeeted. In the right-
most column is the file or directory name. To the right of tisathe file date and
size. All the way to the left is a field of 10 bits. These areilatiies. One can tell
which is a file and which is a directory by the "d" attribute,iethis displayed in
the far-left attribute field. If there is a "d" then it is a ditery.

10.3.3 Changing Directories

Directories are changed with the CD command. Here is the comdrto change to
the /pub directory:

ftp> cd pub
250 CWD conmand successful .

10.3.4 Downloading

Downloading a file is simple and straight ahead. Before doaatihg, it must be
made sure, that binary mode is active. There are two modeS|IA&8d binary. To
change to binary mode, the command "BIN" is used.

ftp> bin
200 Type set to I.

To change back to ASCII mode, the command "ASC" is used.

The "GET" command is used to retrieve a file. To download wighariginal
filename in the default directory, the following has to becedt

CET <fil ename> <enter>

Example: FTP Download

ftp> get readne.txt

200 PORT command successful .

150 Openi ng BI NARY npbde data connection for readne.txt
(1571 bytes).

226 Transfer conplete.

1571 bytes received in 3.46 seconds (0.45 Kbytes/sec)

Only typing "GET" results in a prompt for the file to downloahd then again for
the name of the file (and path) on the local system.



10.4 FTP Process Model

211

10.3.5 Uploading

Uploadinga file is done in much the same way with the "PUT" c@ndi The user
has to be in a public area that allows uploads, of course.

Example: FTP Upload

ftp> send

(local-file) nyfile.zip

(remote-file) myfile.zip

200 PORT command successful .

150 Openi ng Bl NARY npde data connection for nyfile. zip.
226 Transfer conplete.

3018 bytes sent in 0.06 seconds (50.30 Kbytes/sec)

10.4 FTP Process Model

The commands an FTP application accepts are a bit differenmt the commands
that an FTP application gives to an FTP server. For examplgget a directory
listing with an FTP application a user would use the "Is" ccameh However, the
FTP application uses the "LIST" command.

If there is any one big difference between FTP and the prégdbat were covered
up to this point, it is that FTP uses more than one port. Pqrti&kcontrol connec-
tion, is used for transferring commands, and another portgéta connection is
used for transferring data. The default port for the datanection is 20, but any
other port can be used also. This makes the explanation oHJiPmore difficult
to code than SMTP or POP3.

A client opens a connection to the FTP control ppxrt 21) of an FTP server. So
that the server will be later able to send data back to thatctieachine, a second
(data) connection must be opened between the server antighe o make this

second connection, the client sends a PORT command to ther seachine. This

command includes parameters that tell the server which ¢iPead to connect to
and which port to open at that address - in most cases thiseisdad to be a high
numbered port on the client machine.

The server then opens that connection, with the source afthieection beingort
200n the server and the destination being the port identifigkariPORT command
parameters.

The server then sends the data, and closes the connect®mreddon this method is
used and not the familiar send data ending with a period oredly itself method, is
because FTP sends binary data. There is no practical watetpiat an end-of-line
character when every possible character could be integbeet data.
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Another option is for the client to tell the server to listena particular port with
thePASV command (indicating passive mode), and then connect t@trafor the
data connection. Going to use the PORT method, it is beste&a efither port 20
or the next available port over 1024 and then send a PORT cochtoahe server.
That way, if the user is already transferring a file with a dedane FTP application,
there is no chance of interfering with it (ports 1-1024 arserged for TCP/IP and
standard protocols.)

The PORT command is usually used only in the "active mode"Td®, vhich is
the default. It is not usually used in passive (also knownAS\H mode. Note that
FTP servers usually implement both modes, and the cliemifiggewhich method
to use.

10.4.1 Reply Code Categories

Each FTP command must result at least into one reply. Regrigsre synchronisa-
tion between client and server. Typcial replies are:

125 Data connection already open; transfer starting. 1&0) $tatus okay; about
to open data connection. 200 Command okay. 202 Command mudé¢nmented,

superfluous at this site. 220 Service ready for new user. 221i¢® closing con-

trol connection. 225 Data connection open; no transfer ogmss. 226 Closing
data connection. 230 User logged in, proceed. 250 Requigstadtion okay, com-

pleted. 421 Service not available, closing control conpacé25 Can’t open data
connection. 426 Connection closed; transfer aborted.

Each digit of the reply code has a specific meaning. There wevélues for the
first digit of the reply code: "1" indicates a positive preiimary reply (the command
was accepted, and this is the first of more than one positplg feom the server);
"2" indicates a permanent positive reply; "3" indicates aifpee intermediate reply,
in which case the server is waiting for more information; ddicates that the
command was not accepted and the requested action did not petthe condition
may be temporary; "5" indicates absolute failure.

The second digit indicates the category of the reply: O iaidis a syntax error; 1
indicates informational content; 2 indicates a messageearaing the transmission
channel; 3 refers to authentication or accounting messdgesnot used; and 5
indicates a message regarding the file system status. THelthit merely specifies
the level of granularity of messages in a particular catggor

The following listing shows a summary of how to interpret F€Bly codes. Consult
RFC 959 for a complete discussion.

1xx Positive Prelimnary Reply

2xx Positive Reply

3xx Positive Internedi ate Reply

4xx Transient Negative Conpletion Reply
5xx Permanent Negative Conpletion Reply
x0x Syntax error
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x1x Information

x2x Connecti ons

x3x Aut henticati on and accounti ng
x4x Unspecified as yet

x5x File system



214

11 IPv6

11 IPVv6

11.1 From IPv4 to IPv6

This chapter provides information about tNext Generation Internet Protocol
(IPng). The formal name of the IPng protocollBv6. The current version of the
Internet Protocol is version 4 (referred to as IPv4).

IPng is a new version of IP which is an evolutionary step frdmwd4. It can be
installed as a normal software upgrade and is interoperxaitihethe current IPv4.
IPng is designed to run on high performance networks (e gal@i Ethernet, OC-
12, ATM, etc.) and at the same time still be efficient for lownbwaidth networks
(e.g. wireless or modem). In addition, many new featurekheiincluded that will
satisfy the needs of a future Internet.

IPng, of course, includes a transition mechanism to proslicect interoperability
between IPv4 and IPng hosts. The IPng transition allows sleesuto upgrade their
hosts to IPng, and the network operators to deploy IPng iterspwith little coor-
dination between the two.

11.2 Reasons for the development of a new Protocol

Network growth is the basic reason for a next generation e dxperience with
IPv4 shows that addressing and routing must be capable dfihngmeasonable sce-
narios of future growth. Currently IPv4 serves what coulcchited the computer
market. The computer market has been the driver of the growthe Internet. It
comprises the current Internet and countless other smatlanets which are not
connected to the Internet. Its focus is to connect computersther in the large
business, government, and university education markéts.market has been gro-
wing at an exponential rate. One measure of this is that th&eu of networks in
current Internet is doubling approximately every 12 moniiise computers which
are used at the endpoints of internet communications rangeRPC'’s to Supercom-
puters. Most are attached to Local Area Networks (LANS) dwedvast majority are
not mobile.

Nomadic personal computing devices seem certain to becdgeitous as their
prices drop and their capabilities increase. A key capghdithat they will be net-
worked. Unlike the majority of today’s networked computdrsy will support a
variety of types of network attachments. When disconneitted will use wireless
networks, when used in networked facilities they will uskdred attachment, and
when docked they will use physical wires. This makes themnaidate for inter-
networking technology as they will need a protocol which wamk over a variety
of physical networks. These types of devices will becomesaarer devices and
will replace the current generation of cellular phones,gpagand personal digital
assistants. In addition to these requirements there ischafeseipporting large scale
routing and addressing. Therefore, the new internet pobtaast introducing little
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overhead and support auto configuration and mobility axlesments. The requi-
rement for little overhead is due to the wireless media. kénliAN’s which are
high speed, the wireless media is much slower.

Another issue is networked entertainment. Proposals arg lskscussed for 500
channels of television, video on demand, etc. Plans areteay television set will
become an Internet host. As digital high definition telemiSHD-TV ) approaches,
the differences between a computer and a television wilirdsh. These devices
require an Internet protocol which supports large scaléimguand addressing as
well as auto configuration.

Another use for the next generation IP would be device canftos means control
of everyday devices such as lighting equipment, heatingcaading equipment,
motors, and other types of equipment which are currentlytrobed via analog
switches and in aggregate consume considerable amourectfal power.

The challenge in the selection of an IPng is to pick a protadoth meets today’s
requirements and also matches the requirements of new teafke alternative is
a world of disjoint networks with protocols controlled bydimidual vendors which
is unacceptable.

IPng was recommended by the Internet Engineering Task FtiEgé&) on July 25,
1994 in RFC 1752, "The Recommendation for the IP Next Gemgrdrotocol"
[RFC1752].

11.3 Features of IPv6

11.3.1 Expanded Addressing Capabilities

IPv6 increases the IP address size from 32 bits to 128 bitygport more levels
of addressing hierarchy, a greater number of addressabiesrand simpler auto-
configuration of addresses. The scalability of multicastting is improved by
adding a "scope" field to multicast addresses. A new type arfesss called anghy-
cast addres$ is also defined, used to send a packet to any one of a groupdefsno

11.3.2 Header Format Simplification

Some IPv4 header fields have been dropped or made optionatdiee the
common-case processing cost of packet handling and to tiibandwidth cost
of the IPv6 header.

11.3.3 Improved Support for Extensions and Options

IP header options encoding is changed witch allows for mffi@ent forwarding,
less limits on the length of options, and flexibility for iattucing new options.
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11.3.4 Flow Labeling Capability

A new capability is added to enable the labeling of packeksriagng to particular
traffic "flows" for which the sender requests special hamlsuch as a non-default
quality of service or "real-time" service.

11.3.5 Authentication and Privacy Capabilities

Extensions to support authentication, data integrity,(@ptional) data confidentia-
lity are specified for IPv6.

11.4  Transition to IPng

Two factors are driving the transition to IPv6: routing amfdleessing. Global inter-
net routing based on the 32-bit addresses of IPv4 is becomangasingly strai-
ned. IPv4 addresses do not provide flexibility to construetarchies which can
be aggregated. The deployment of Classless Inter-DomaintirRp(CIDR) [18] is
extending the lifetime of IPv4 routing by a number of yearsg,the effort to manage
the routing will continue to increase. Even if the IPv4 rogtcan be scaled to sup-
port a full IPv4 Internet, the Internet will eventually runtmf network numbers.

The challenge for an IPng is for its transition to be completéore IPv4 routing
and addressing break. The transition will be easier if IRIdresses are still globally
unique. The two transition requirements which are the nmpbrtant are flexibility
of deployment and the ability for IPv4 hosts to communicaii WPng hosts. The
capability must exist for IPng-only hosts to communicaténiPv4-only hosts glo-
bally while IPv4 addresses are globally unique. Featuresl ne be designed into
an IPng to make the transition as easy as possible.

11.5 The Protocol; IPv6

IPV6 is standardised in the standard track of IETF in RFC JB&6{05].
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11.5.1 The basic header format

The IPng protocol consists of two parts, the basic IPng heagie IPng extension
headers. (see Table 11.5-1)

0 4 8 16 24 31
Version|Priority| Flow label
Payload Length Next header| Hop limit

| Source address ]

[
|
10 x 32 bits = 40 octets

Destination address ]

Fig. 11.5-1: Format of the IPv6 Header. The Header comprises fewer fielsthe IPv4 Header.

Tab. 11.5-1: Explanation of the IPv6 Header fields

Field Description

VERSI ON Internet Protocol version number = 6

PRI ORI TY Priority Value

FLOW LABEL Quality of Service

PAYLOAD LEN 16-bit unsigned integer. Length of payload, i.e., the rest

of the packet following the IPng header, in octets.

NEXT HDR 8-bit selector. Identifies the type of header immediately
following the IPng header. Uses the same values as the
IPv4 Protocol field, explicit frame referencing

HOP LIMT 8-bit unsigned integer. Decremented by 1 by each node
that forwards the packet. The packet is discarded if Hop
Limit is decremented to zero.

SOURCE ADDRESS 128 bits. The address of the initial sender of the packet.

DESTI NATI ON ADDRESS 128 bits. The address of the intended recipient of the
packet (possibly not the ultimate recipient, if an optional
Routing Header is present).
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11.5.2 Extension Headers

IPng options are placed in separate extension headersréhiatcated between the
IPng header and the payload, respective the transponthageler in a packet. Most
extension headers are not examined or processed by any edotg a packet’s
delivery path until it arrives at its final destination. Tlegilitates an improvement
in router performance for packets containing options. Taese is that a router
has to retrieve the destination address from its lookufetalhis has to be done in
every processed packet. An additional statement in thersoftware causes extra
processed code which decreases the performance of a routev4, the presence
of options requires the router to examine all options.

The other improvement is that IPng extension headers cari aebirary length
and the total amount of options carried in a packet is notéichto 40 bytes (as in
IPv4). An example of these features is the IPng Authentioedind Security Encap-
sulation options. In order to improve the performance whandfing subsequent
option headers and the transport protocol which followsglBptions are always
an integer multiple of 8 octets long, so called 8-byte-atigmt. The IPng extension
headers which are currently defined are:

Ext. Header Explanation

ROUTI NG Extended Routing (like IPv4 loose source route).

FRAGVENTATI ON Fragmentation and reassembly

AUTHENTI CATI ON Integrity and authentication. Security

ENCAPSULATI ON Confidentiality

HOP- BY- HOP Special options which require hop by hop processing

OPTI ON

DESTI NATI ON OPTI ONS | Optional information to be examined by the destination
node.

11.5.3 Adressing

IPng addresses are 128-bits long and are identifiers fovithdl interfaces and
sets of interfaces. IPng Addresses of all types are assignaterfaces, not nodes.
Since each interface belongs to a single node, any of that’siatterfaces’ uni-

cast addresses may be used as an identifier for the node. |& sitgyface may be
assigned multiple IPv6 addresses of any type.

There are three types of IPng addresses:

1. Unicast addresses identify a single interface.

2. Anycast addresses identify a set of interfaces such tipacket sent to an
anycast address will be delivered to one member of the set.

3. Multicast addresses identify a group of interfaces, shaha packet sent to
a multicast address is delivered to all of the interfacebégroup. There are
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no broadcast addresses in IPv6, their function being sagedsby multicast
addresses.

The assignment and routing of addresses requires theamexdthierarchies which
reduces the efficiency of the usage of the address spacesti@hrHuitema per-
formed an analysis in [HUI94] which evaluated the efficientyther addressing
architecture’s (including the French telephone systen\ Wfphone systems, cur-
rent internet using IPv4, and IEEE 802 nodes). He conclutiatl 128bit IPng
addresses could accommodate between 8%16 2x10°3 nodes assuming effi-
ciency in the same ranges as the other addressing arcinsctu

The specific type of IPng address is indicated by the leaditggif the address.
The variable-length field comprising these leading bitsaited theFormat Prefix
(FP). The initial allocation of these prefixes is shown in Tableb12.

Tab. 11.5-2: Initial allocation of prefixes

Allocation Prefix(binary) Fraction of Address
Space
Reserved 0000 0000 1/256
Unassigned 0000 0001 1/256
Reserved for NSAP 0000 001 1/128
Allocation
Reserved for IPX 0000 010 1/128
Allocation
Unassigned 0000 011 1/128
Unassigned 0000 1 1/32
Unassigned 0001 1/16
Unassigned 001 1/8
Provider-Based Unicast 010 1/8
Address
Unassigned 011 1/8
Reserved for 100 1/8
Neutral-Interconnect-
Based Unicast Addresses
Unassigned 101 1/8
Unassigned 110 1/8
Unassigned 1110 1/16
Unassigned 1111 0 1/32
Unassigned 1111 10 1/64
Unassigned 1111 110 1/128
Unassigned 1111 11100 1/512
Link Local Use Addresses | 1111 1110 10 1/1024
Site Local Use Addresses 1111 111011 1/1024
Multicast Addresses 1111 1111 1/256

There are several forms of unicast address assignmentgdnTRese are the global
provider based unicast address, the neutral-intercommecast address, the NSAP
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address, the IPX hierarchical address, the site-locahddeess, the link-local-use
address, and the IPv4-capable host address. Additioneg¢sgltypes can be defined
in the future.

The remainder of the address space is unassigned for fugaréNote that Anycast
addresses are not shown here because they are allocatedtlveiunicast address
space. Approximately fifteen percent of the address spangigly allocated. The
remaining 85% is reserved for future use.

11.5.4 Provider-based Unicast Addresses

Provider-based unicast addresses are used for global coitation. They are simi-
lar in function to IPv4 addresses under CIDR. The assignrptnt for unicast
addresses is described in [RLi95] and [RL095]. Their forimat

Bits: 3 n m [o] o] 125-n-m-0-p
‘ 010| Register ID ‘ Provider ID‘ Subscriber ID ‘ Subnet ID ‘ Interface 1D ‘

The first 3 bits identify the address as a provider-orientadast address. The next
field (REGISTRY ID) identifies the internet address registhych assigns provider
identifiers (PROVIDER ID) to internet service providers,igfhthen assign porti-
ons of the address space to subscribers. This usage isrsimdasignment of IP
addresses under CIDR [FLYV93].

The SUBSCRIBER ID distinguishes between multiple subseslattached to the
internet service provider identified by the PROVIDER ID. TBlBNET ID iden-
tifies a specific physical link. There can be multiple submetshe same physical
link. A specific subnet can not span multiple physical links.

The INTERFACE ID identifies a single interface among the graf interfaces
identified by the subnet prefix.

11.5.5 Local-Use Addresses

A local-use address is a unicast address that has only lmatalbility scope (within

the subnet or within a subscriber network), and may have alobal uniqueness
scope. They are intended for use inside of a site for localncomcation and for

bootstrapping up to the use of global addresses [Tho95].

There are two types of local-use unicast addresses defihedeTare "Link-Local"
and "Site-Local". The Link-Local-Use is for use on a singhéland the Site-Local-
Use is for use in a single site.

Link-Local-Use addresses is displayed in Fig. 11.5-2.

Bits: 10 n 118-n
|1111111o1o| 0 Interface ID

Fig. 11.5-2: Link-local-Use address format
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Link-Local-Use addresses are designed to be used for agiloigesn a single link
for purposes such as auto-address configuration.

The format of Site-Local-Use addresses is displayed in Hgp-3.

Bits: 10 n m 118-n-m
‘1111111010‘ 0 ‘SubnetID ‘ Interface ID ‘

Fig. 11.5-3: Site-local-Use address format

For both types of local use addresses the INTERFACE ID is entifier which
must be unique in the domain in which it is being used. In mases these will
use a node’s IEEE-802 48bit address. The SUBNET ID identifiggecific subnet
in a site. The combination of the SUBNET ID and the INTERFACEtd form a
local use address allows a large private internet to be nartetd without any other
address allocation.

Local-use addresses allow organisations that are not ctethé the global Inter-
net to operate without the need to request an address prafixtire global Internet
address space. Local-use addresses can be used instda offjanisation later
connects to the global Internet, it can use its SUBNET ID atilHRFACE ID in
combination with a global prefix (e.g., REGISTRY ID + PROVIRHED + SUB-
SCRIBER ID) to create a global address. This is a significangrovement over
IPv4 which requires sites which use private (non-globa¥lBddress to manually
renumber when they connect to the Internet. IPng does themeering automati-
cally.

11.5.6 IPv6 Addresses with Embedded IPV4 Addresses

The IPv6 transition mechanisms include a technique forshastl routers to dyna-
mically tunnel IPv6 packets over IPv4 routing infrastruetduPv6 nodes that utilize
this technique are assigned special IPv6 unicast addrisgesrry an IPv4 address
in the low-order 32-bits. This type of address is termed &v4tcompatible IPv6
address" and has the format:

Bits: 96 32
| 0 | IPv4 address‘

Fig. 11.5-4: IPv6 Address compatible with IPv4

A second type of IPv6 address which holds an embedded IPvéssith also defi-
ned. This address is used to represent the addresses obiiBvAedes (those that
do not support IPv6) as IPv6 addresses. This type of addsassmed an "IPv4-
mapped IPv6 address"” and has the format:
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Bits: 80 16 32
0 | FFFF‘ IPv4 address

Fig. 11.5-5: IPv6 Address compatible with 1Pv4 (ll)

11.5.7 Anycast Addresses

An IPv6 anycast address is an address that is assigned totinaorene interfaces
(typically belonging to different nodes), with the propettat a packet sent to an
anycast address is routed to the "nearest" interface hakatgaddress, according
to the routing protocols’ measure of distance.

Anycast addresses, when used as part of an route sequermés@enode to select
which of several internet service providers it wants to &g traffic. This capa-

bility is sometimes called "source selected policies".sTWwould be implemented
by configuring anycast addresses to identify the set of reditelonging to internet
service providers (e.g., one anycast address per inteenats provider). These
anycast addresses can be used as intermediate addresséBv6 souting header,
to cause a packet to be delivered via a particular provideequence of providers.
Other possible uses of anycast addresses are to identi§ethaf routers attached
to a particular subnet, or the set of routers providing emity a particular routing

domain.

Anycast addresses are allocated from the unicast addrass,qpsing any of the
defined unicast address formats. Thus, anycast addressggndactically indistin-
guishable from unicast addresses. When a unicast addressiggmed to more than
one interface, thus turning it into an anycast address,dddesto which the address
Is assigned must be explicitly configured to know that it isagcast address.

11.5.8 Multicast Addresses

A multicast address is an identifier for a group of interfacks interface may
belong to any number of multicast groups. IPng Multicastragskes have the follo-
wing format:

(=154 112

fird r 1|F|;gs]s;pa| Group ID

Fig. 11.5-6: IPv6 Multicast Address

(see Table 11.5-3)
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Tab. 11.5-3:
11111111 at the start of the address identifies the address as being a multicast
address
FLGS is a set of 4 flags |0|0|O|T|. The high-order 3 flags are reserved, and

must be initialized to O.

T=0 indicates a permanently assigned ("well-known")
multicast address, assigned by the global internet
numbering authority

T=1 indicates a non-permanently assigned ("transient”)
multicast address.

SCOP is a 4-Bit multicast scope value used to limit the scope of the
multicast group. The values are:

1 reserved 8 organization-

local
scope

2 node-local 9 (unassigned)
scope

3 link-local A (unassigned)
scope
(unassigned) B (unassigned)
(unassigned) C (unassigned)
site-local D (unassigned)
scope

7 (unassigned) E global scope

8 (unassigned) F reserved

GROUP I D identifies the multicast group, either permanent or transient, within
the given scope.

11.5.9 Routing

Routing is almost identical to IPv4 routing under CIDR excyat the addresses
are 128-bit addresses instead of 32-bit IPv4 addressds ewfiensions, all of IPv4’s
routing algorithms (OSPF, DVRP, RIP, IDRP, ISIS, etc.) carubed to route IPng.

IPng also includes simple routing extensions. These chpadinclude:

1. Provider Selection (based on policy, performance, ebst)

2. Host Mobility (route to current location)

3. Auto-Readdressing (route to new address)
The new routing functionality is provided by creating seages of IPng addresses
using the IPng Routing option. The routing option is usedmyRng source to list
one or more intermediate nodes (or topological group) tovimtéd" on the way to

a packet’s destination. This function is similar to IPv4sdse Source and Record
Route option.

In order to make address sequences a general function, kb&tg &re required in
most cases to reverse routes in a packet it receives (if ttleepavas successfully
authenticated using the IPng Authentication Header) @onaddress sequences
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in order to return the packet to its originator. This apploectaken to make 1Png
host implementations from the start support the handlird) r&wersal of source
routes. This is for allowing them to work with hosts which ilment the features
such as provider selection or extended addresses.

Example 11.5-1:
Address sequences are shown by a list of individual addsesgarated by com-
mas. For example:

SRC, 11, 12, 13, DST

Where SRC is the source address, DST is the destinationssjdired the middle
addresses are intermediate addresses.

For examples assume that two hosts, H1 and H2 wish to comatenidss-
ume that H1 and H2’s sites are both connected to providersm@Pa3a. A third
wireless provider, PR, is connected to both providers P1Rshd

(p1)

4 N

HA (PR H2

- @ /

The simplest case (no use of address sequences) is when ke tavaend
a packet to H2 containing the addresses:

H1, H2

When H2 replies, it reverses the addresses and construeiskatpcontai-
ning the addresses:

H2, H1

In this example either provider could be used, and H1 and HZldvoot
select which provider traffic would be sent to and receivedir

If H1 wants that all communication to H2 should only use pdeviP1, it
constructs a packet containing the address sequence:

H1, P1, H2

This ensures that when H2 replies to H1, it will reverse th&eand the
reply would also travel over P1. The addresses in H2’s reqak like:

H2, P1, H1
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11.6  Stream Transport

11.6.1 IPng Quality-of-Service Capabilities

The Flow Label and the Priority fields in the IPng header maydes by a host to
identify those packets for which it requests special hawgdby [Png routers, such as
non-default quality of service or "real-time" service. kapability is important in
order to support applications which require some degre@agistent throughput,
delay, and/or jitter.

11.6.2 Flow Labels

A flow is a sequence of packets sent from a source to a (unicastibicast) des-
tination for which the source or destination desires spéeadling by the routers
passed. The special handling might be conveyed to the soyea control protocol,
such as a resource reservation protocol, or by informatitmmthe flow’s packets
themselves, e.g., in a hop-by-hop option.

There may be multiple active flows from a source to a destinatis well as traffic
that is not associated with any flow. A flow is uniquely ideetifby the combination
of a source address and a non-zero flow label. Packets thaitdelong to a flow
carry a flow label of zero.

The 24-bit Flow Label field in the IPv6 header may be used byuacsoto label

those packets for which it requests special handling by Bwé routers. Hosts or
routers that do not support the functions of the Flow Labddl feze required to
set the field to zero when originating a packet, pass the fieldnehanged when
forwarding a packet, and ignore the field when receiving &gtac

A flow label is assigned to a flow by the flow’s source node. New flabels must
be chosen (pseudo-)randomly and uniformly. The randoncatiion is to make any
set of bits within the Flow Label field suitable for use as abhksy by routers,
for looking up the state associated with the flow. All packegtknging to the same
flow must be sent with the same source address, same destiadtress, and same
non-zero flow label. If any of those packets includes a HogHbyp Options header,
they must all be originated with the same Hop-by-Hop Optloeeder contents. The
routers or destinations are permitted to verify that theselitions are satisfied. If
a violation is detected, it should be reported to the sourgeat ICMP Parameter
Problem message [CD95]).

Routers can set up flow-handling state for any flow, even wieexplicit flow
establishment information has been provided to them. Astioreed before, this
can happen via a control protocol or a hop-by-hop headeobwpkior example,
receiving a packet from a source with an unknown, and thezefon-zero flow
label, a router may process its IPv6 header and any necesdarysion headers as
if the flow label were zero.

That processing would include determining the next-hoerfate, and updating a
hop-by-hop option, or deciding on how to queue the packet¢das its Priority
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field. The router stores the results of those processing ste@ caches that infor-
mation (source address plus flow label). Subsequent packiéitshe same tupel
(source address, flow label) are handled by referring to dlcbexd information rat-
her than examining all fields once again. According to thasiregnents of flow-

labelling, it can be assumed that this tupel remains unakdhfrgm the first packet
in the flow.

11.6.3  Priority

The 4-bit Priority field in the IPv6 header enables a deliverprity of packets,
relative to other packets from the same source. The Prigaltyes are divided into
two ranges:

Value Traffic

0-7 source is providing congestion control (TCP-Traffic)

8-15 no congestion control, like constant rate streams
(video) in real-time traffic

For congestion-controlled traffic, the following Prioritsalues are recommended
for particular application categories:

Uncharacterized traffic

"Filler" traffic (netnews)

Unattended data transfer (email)

(Reserved)
Attended bulk transfer (FTP, HTTP, NFS)
(Reserved)

Interactive traffic (telnet, X-Windows)

Internet control traffic (routing protocols, SNMP)

|IN|oO|jOa|lb~A|lWIN]|FL]|O

non-congestion-controlled traffic (high-fidelity video traffic)

15 discarded (low-fidelity audio traffic)

For non-congestion-controlled traffic, the lowest Pripntalue (8) is used for
packets the sender should discard under conditions of stinge and the hig-
hest value (15) is used for packets that the sender is leistgnp have discarded
(e.g., low-fidelity audio traffic). There is no relative orotgy implied between the
congestion-controlled priorities and the non-congestiontrolled priorities.

11.6.4 IPng Security

IPv4 has security problems and lacks privacy and authdmicenechanisms. IPng
tries to avoid these lacks by introducing two integratedar® that provide security
services [Atk95a].
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11.6.4.1 IPng Authentication Header

This is an extension header which provides authenticatiwhiategrity (without
confidentiality) to IPng datagrams [Atk95b]. While the end®n is algorithm-
independent and will support many different authentigatechniques, the use of
keyed MDS5 is proposed to help ensure interoperability wittitng. This should
eliminate network attacks, including host masqueraditachs. IPv4 source rou-
ting does not support manipulated packet headers. IPngeAtitdation header for
source routing placed at the internet layer can help provad origin authentica-
tion to upper layer protocols and services that currentlg taeaningful protections.

11.6.4.2 IPng Encapsulating Security Header

This extension header mechanism provides integrity andidantiality to IPng
datagrams. It is simpler than the enumerated security pots¢SP3D, ISO NLSP,
etc.) but remains flexible and algorithm-independent. Rtgrbperability, the use
of DES CBC is being used as the standard algorithm for usetiwthPng Encap-
sulating Security Header.

11.6.5 IPng Transition Mechanisms

The key transition objective is to allow IPv6 and IPv4 hostsriteroperate. A
second objective is to allow IPv6 hosts and routers to beogepl in the Internet in
a diffuse and incremental way, with few interdependendedsird objective is that
the transition should be as easy as possible for end-usestens administrators,
and network operators to understand and carry out.

The IPng transition mechanisms provides the followinguess:

¢ Individual IPv4 hosts and routers may be upgraded to IPvGbadime without
requiring any other hosts or routers to be upgraded at the same. New IPv6
hosts and routers can be installed one by one. This can exldaliremental
upgrade and deployment.

e One prerequisite to upgrading hosts to IPv6 is that the DNM&senust first be
upgraded to handle IPv6 address records. There are noquisites to upgra-
ding routers. So there are minimal upgrade dependencies.

e When existing installed IPv4 hosts or routers are upgradd@\v6, they may
continue to use their existing address. They do not need tasbgned new
addresses. This is a way of easy addressing. Administrdonst need to draft
new addressing plans.

e AnIPv6 addressing structure that embeds IPv4 addressais W6 addresses,
and encodes other information used by the transition mesiman

e All hosts and routers are upgraded to IPv6 in the early ttemsphase, and are
capable of IPv4 and IPv6 protocol stacks.
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e The technique of encapsulating IPv6 packets within IPv4lbesato carry them
over segments of the end-to-end path where the routers loayetbeen upgra-
ded to IPv6.

e The header translation technique to allow the introduabiorouting topologies
exclusively for IPv6 traffic routing, and the deployment afsks that support
only IPv6. Use of this technique comes up in the later phaseansition.

The IPng transition mechanisms should ensure that IPv& kastinteroperate with

IPv4 hosts. If IPv4 addresses run out, the transisiton nmeshmallows IPv6 and

IPv4 hosts within a limited scope to interoperate indeflpitdter that. This fea-

ture protects the investments done in IPv4 and ensuresRié&tdoes not render

IPv4 obsolete. Hosts that need only a limited connectiahge (e.g., printers) need

never be upgraded to IPv6.

11.7 Summary

This chapter briefly introduced the need of an evolution aflEone with a state
analysis, discussing where new internet devices will bethtced in the future. The
new hierachical addressing scheme and the new IPv6 heaueatfts explained
as well as the new quality-of-service features providedRw6bl Finally, transition
strategies for moving from IPv4 to IPv6 are described.
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Solutions for Exercises

Solution for Exercise 2.2-1:

a. The general method to represent an integer a in the bigatgrs is to
express a in the form

a:ak*2k+ak_1*2k_1+---+a2>1<22+a1>|<2+a0,
and to represent it by the symbol
QpQg—1Qk—2 - - A100.-

The digitsa; are the remainders left after successive division by 2.

The ASCII code of the character F is 70 in decimal notatiore Bimary
representation of 70 can be calculated as follows:

70/2=35+0
35/2 = 17+ 1
17/2=8+1
8/2=4+0
4/2=2+0
2/2=1+0
1/2=0+1

F:70,0=10001105 = 1 %20 + 1 %22 4+ 1% 2!

The ASCII code of the character e is 101 in decimal notation

101/2 =50 + 1
50/2 =25 + 0
25/2 =12+ 1
12/2 =640
6/2=3+40
3/2=1+1
1/2=0+1

e:10119 = 1100101y = 1% 26 + 1% 25 + 1% 22 + 1 % 20
u:117,9 = 11101015
b) RS-232 signal diagramm
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s(t)

idle [l character F [ idle [l character e [l idle [l character u [ idle

toot

LSB MSB

Solution for Exercise 2.2-2;
a. F: 01000110, e: 01100101, u: 01110101

b. QPSK modulation:

| F | e | u |
.01 1000 10 10 10 01 10 10 10 11 10

A

0° +180° +0°  +180° +180° +180° +90° +180° +180° +180° +270° +180°

[
»

Time

c. The baud rate is 2400/2 = 1200 baud.

Solution for Exercise 2.2-3;

a. 8-PSK (one of many possible solutions):
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001
010 001
01 000
100 111
101

b. 8-QAM (one of many possible solutions):

011 010{001 000
e o | e o

® e ] ]
100 101|110 1M1

Solution for Exercise 2.2-4:

S

S
— =10% = 1000
N

C = 3100 x log,(1 + 1000)
= 30898 bit/s
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Solution for Exercise 2.3-1;

no solution

Solution for Exercise 2.4-1:
ISDN: efficiency = 192 kbit/s / 80 kHz = 2.4 bit/s/Hz
V.34: efficiency = 33.6 kbit/s / 3.1 kHz = 10.8 bit/s/Hz

The modulation scheme of V.34 is more efficient than the IS2Neband
transmission scheme. However, the high efficiency alsosléadncreased
complexity of the modem circuitry.

Solution for Exercise 8.4-1:

<! ELEMENT gl ossary (entry*) >

<! ELEMENT entry (term definition) >
<! ELEMENT term (#PCDATA) >
<! ELEMENT def (#PCDATA) >

<I ATTLI ST entry
i d CDATA #REQUI RED >

Solution for Exercise 8.4-2;

No solution

Solution for Exercise 8.4-3:
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Solution for Exercise 8.4-4:

Listing: HTML Glossary

<! DOCTYPE HTM. PUBLIC "-//WBC// DTD HTM. 4. 0//EN"
"http://ww. w3. org/ TR REC-ht m 40/ strict.dtd">

<htm >

<head>

<title>d ossary</title>

</ head>

<body>

<h3>G ossar y</ h3>

<p><a href ="#nodem >Mbdenx/ a></ p>

<p><a href ="#phasenod" >Phase nodul ati on</ a></ p>

<p><a href="#i nternet">lnternet</a></p>

<dl >

<di v id="nodent >

<dt >Modenx/ dt >

<dd>

A device that converts the digital signals produced by
term nals and conmputers into the anal og signals that

t el ephone circuits are designed to carry.

</ dd>

</ div>

<di v id="phasenod" >

<dt >Phase nodul ati on</dt>

<dd>

Phase is the position of a waveformof a signal wth
respect to the origination of the carrier cycle. Thus,
phase nodul ation is the process of varying the carrier
signal with respect to the origination of its cycle.
Several fornms of phase nodul ati on are used in nodens,

i ncluding single- and nultiple-bit phase-shift keying
(PSK) and the conbination of anplitude and nmultiple-bit
phase-shi ft keyi ng.

</ dd>

</div>

<div id="internet">

<dt >I nt er net </ dt >

<dd>

The Internet is a |large data network of networks. It grew
out of the ARPAnet, which was original operated by the
U. S. Defense Advanced Research Projects Agency, and was
based on TCP/IP. The Internet still supports TCP/IP but
enconpasses additional networking protocols as well.

</ dd>

</div>

</dl >

</ body>

</htm >
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Solution for Exercise 8.5-1;

Solution see Fig. 8.5-1 for a screen shot. The result will depend ertbw-
ser. If possible use a current version of your favourite ls@w

Step 1
The body element is assigned the following style sheet:

body { left-margin: 4em
background-col or: white;

}

All elements in the body section will inherit these settings

Step 2:
The link behaviour is set with thee: | i nk anda: vi si t ed pseudo classes.

a:link { text-decoration: none; color: blue;}
a:visited { text-decoration: none; color: blue;}

Step 3:
The box is created with the following style sheet assigneldedi v element:

di v { background-color: silver;
mar gi n: lem Oem
border: black solid 2px;
wi dt h: 20em
paddi ng: lem

The vertical space is created by employing the margin ptgpler this case
top and bottom margin are assigned a value of 1em, right dhdnkrgin
are set to Oem. The width of the box is created by applyingrihdt h pro-
perty. The padding is used to implement the space of 1em betia@der and
content (the padding is simultaneously set for all four sjde

Step 4:
The term is rendered in a bold font:
dt { font-weight: bold; }

Step 5:
No style sheet is applied to thiel element.

Step 6:

The margin of thedt anddd element is set to the same value to implement
the alignment. The space between content and border islgloeatrolled by
the padding property of theé v element. Hence, the margin of the dt and dd
element can be set to zero:
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dt { font-weight: bold,
mar gi n: Oem
}
dd { margin: Oem }

The following listing shows the resulting style sheet cdtlean be included
in the head section of the HTML document created in Sectidml8.
<head>
<style type="text/css">
a:link { text-decoration: none; color: blue;}
a:visited { text-decoration: none; color: blue;}
body { margin-left: 4em
background-col or: white;
}
di v { background-color: silver
mar gi n: lem Oem
border: black solid 2px;
wi dt h: 20em
paddi ng: lem
}
dt { font-weight: bold,
mar gi n: Oem
}
dd { margin: Oem }
</style>

</ head>

Please make further experiments with the code.
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"; Gloszary - Microzoft Internet Explorer

J Datei  Bearbeitenn  Ansicht  Favonten Egtras ¢ |
« . > @ a)
2k Yanwarts Abbrechen  Aktualizieren  Startzeite

J-"-"-d[ESSE @ D:\M acromediatdreamwe aver208Dreann j pwiechseln zu J Links **

»

Glossary
Iodem

Fhaze modulation

Internet Width (div)

P
)

v

Margin Nodem
< (body) | [& device that converts the digital signals
produced by terminals and computers into the
analog signals that telephone circuits are

designed to carry.

Padding
(div) i

%Margin (div)

4| ;
|@ Fertig I_ I_ |§‘ Arbeitzplatz o

Fig. 8.5-1:

Solution for Exercise 8.6-1;
XML order:

<or der >
<or der - no>B00002</ or der - no>
<dat €>19940202</ dat e>
<buyer >
<name>St adt - und Uni versit aet shi bl i ot hek</ nanme>
<addr ess>
<street >Bockenhei ner Landstr. 134-138</street>
<city>Frankfurt</city>
<post code>60325</ post code>
</ addr ess>
<Buyer - |1 D>DE1141110388</ Buyer - | D>
</ buyer >
<supplier>
<name>DREl ER</ nane>
</ supplier>
<currency>DEM/ currency>
</ order>



Solutions for Exercises 237

It can be seen that the XML document is self-descriptiveatt loe easily read
humans and can still be processed by a computer. The origDlainessage
can only be read by a human who is an expert in the underlyinigf&@hat
(in this case EDIFACT).

Solution for Exercise 8.7-1:

no solution
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Assignments

Assignments for Chapter "Basics of Communication Networks

Assignment 1 Send an e-mail to the tutor of this course! 4P.
The e-mail address of the tutor is:

ea.k20018@ks.fernuni-hagen.de
Indicate in the message text of the e-mail your full name and yegistration num-
ber. You will get an automatic receipt.

If you have technical problems sending this e-mail contaetdomputer centre of
the university of Hagen:

Tel. No. +49 (0) 2331/987-2847
Fax No. +49 (0) 2331/987-19-2847

Assignment 2 The address of the newsgroup is: 4 P.

feu.ice-bachel or. kurs. 20018. di skussi on

If you have technical problems writing a message in the @oesvsgroup contact
the computer centre of the university of Hagen:

Tel. No. +49 (0) 2331/987-2847
Fax No. +49 (0) 2331/987-19-2847

Assignment 3 PCM 8 P.

Ll

Amplitude’
A10)
A9
A8 |
A7 |
AB |
A5 |
A4 |
A3
A2
A1

Fig. 1: Sound wave

In Fig. 1 we see an analogue sound wave which shall be diditize
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Solution hints: Copy the image above (HTML version:

http://ww. i ce-bachel or. fernuni - hagen. de/ | ehre/ k20018. q1/ ea/ ea01/ bi | d
and edit it in an image editor of your choice. For each of thar fiasks above create a
separate image.

2P a) Sample the sound wave in time intervals of length T!

2P b) Classify the resulting discrete samples according td.thguantization inter-
vals.

2P. c) Outline the resulting sampled and quantized signal!

2P. d) Mark the resulting quantization errors of the sampled guehtized signal in
contrast to the original sound wave!

4 P. Assignment 4 Switching

Assign the concepts on the left side to the appropriate bimigctechniques.

Circuit Connection- Connection-
switching less Packet oriented
switching packet
switching

Most tolerant to network failures

The physical links contained in a
path are exclusively used by the
communication partners for the
whole duration of the
communication process.

Uses datagrams

A virtual circuit is set up.

Is employed in the Internet.

No path is set up prior to
transmission

Solution hints: You can copy the table from the HTML-version of this document
(ea/ ea01/ eall1. ht m ) and paste it into the word processor of your choice (e. g.dWor
StarOffice). The correct answer should be marked with an "x".

5P. Assignment 5 TCP/IP Model
Assign the concepts on the left side to the appropriate TClajlers.
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Network Network Transport Application
Access

Routing

Email client

Datagrams

Signals

Connection of hosts over
the Internet

Reliable connection of
hosts over the Internet

Display of data

Transmission of frames

Assignments for Chapter "The Network Access Layer"

Assignment 8 RS-232 Transmission 4P.
Which of the following statements are true?

a. RS-232 is a synchronous transmission protocol.

b. RS-232 is an asynchronous transmission protocol.

c. RS-232 employs parallel transmission.

d. RS-232 is a broadband transmission technique.

e. RS-232 uses only positive voltages to transmit bits.

f. Start and stop bit designate the begin and end of a trasgmis

Assignment 7 Channel Capacity 5P

What bandwidth in Hz must a transmission channel with a $iggraoise ratio of
40dB have to allow transmission with a bit rate of 30 kbit/3@800 bits/s)?

Round the solution to the nearest integer (german: ganzg.Zah

Assignment 8 Access 4P.

Assign the concepts on the left side to the appropriate aceebnology.
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Basic Primary ADSL V.34 RS-232
Access Access
ISDN ISDN

Which is the fastest
access technology in
the downstream?

Which is the fastest
access technology in
the upstream?

Which technology has
the shortest range?

Which technologies
employ digital
modulation?

Solution hints: Procedure You can copy the table from the HTML-version of this docu-
ment €a02. ht nl ) and paste it into the word processor of your choice (e. g.d\Btar-
Office). The correct answer should be marked with an "x".

4 P. Assignment 9 DSL
Which of the following technologies includes DSL technogl@g

a. V.34

b. RS-232
c. ISDN

d. ADSL

e. VDSL

f. Powerline
g. CableTV

4 P. Assignment 10 ISP
Which of the following statements apply to an Internet SezWrovider?

a. Every ISP is also a carrier.

b. Operates points-of-presence

c. Operates access routers

d. Owns physical lines in the local loop

e. Acts as content provider

f. Peers with other ISPs at Internet Exchange Points (IXP)

4 P. Assignment 11 Carrier

Which of the following statements apply to a telecommurndsatarrier?

a. Offers dark fiber services
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b. Offers web hosting

c. Acts as regulator for the national telecom market

d. Leases capacity on physical transmission lines from Bn IS
e. Owns physical transmission equipment

f. Operates web and email servers

Assignments for Chapter "Protocols at the Network Layer"

Assignment 12 Internet address space 3P

Assuming you are the provider of a network. You receive thevogk address
196.125.2.0

a) To which address class belongs this network address? 1P
b) How many different IP addresses are available in your oW 1P
c) How do the IP addresses in your network look like? Give seramples! 1P.
Assignment 13 Host name resolution 6 P.

A student from the United Kingdom wants to read the homepddkeodeparte-
ment of Electrical Engineering of the university of Hagdrcdn be reached by the
following internet address:

www.et-online.fernuni-hagen.de

The student has access to the Internet via the internetcsgovovider "Blue Tele-
com", which has the domain name "bluetelecom”.

a) Draw the structure of the involved domains (and DNS Seijpaard make clear 3 P.

how they depend on each other.

b) Write down the complete process which takes place tovegsbke host name 3 P.

as mentioned above so that the student’s computer is abttact the host.
Describe the DNS system internal queries. (No caching tplee®.)

Assignment 14 IP Fragmentation 6 P.

A datagram has a length of 2300 bytes and includes a headérut@s. During its
transmission, the datagram reaches a link with a maximunstnégsion unit size
of 1200 bytes.

a) Into how many fragments is the original datagram subdi 1P

b) How long is each of these fragments? 2P
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2P ¢) Which fragment offset is assigned to the fragments?

1P d) How does the receiver recognize that the fragments betayegher?

4 P. Assignment 15 Ping
Try to ping server bonsai at the university of Hagen which k@ address
'bonsai.fernuni-hagen.de’

1P a) Which commands do you use to perform a ping to the servesdidn

1P b) Which answer do you get?

2P. c) Explain the elements of the answer!

Assignments for Chapter "Protocols at the Transport Layer"

3 P. Assignment 16 TCP acknowledgement

Host A and B have established a TCP connection. Host A nowstaritansmit 50
bytes of data to host B. The hosts have negotiated a transmisgdow size of 20
bytes. Explain the steps in transmission and acknowledgeameong the hosts.

Assignments for Chapter "Telnet and Remote Utilities"

2 P. Assignment 17 What are the main advantages of remote applications irra&sint
to telnet?

a. easier to use

b. higher level of interoperability
c. simpler to implement

d. supports more options

Assignments for Chapter "IRC"
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Assignment 18 Why should one consider chatting with IRC instead of wgtay 2 P.

mails?
a. IRC enables near-real-time-communication
b. An IRC conversation is always secure, e-mail isn’t
c. An IRC conversation is more personal than an e-mail
d. IRC provides one-to-many-communication

Assignment 19 An IRC channel is in "+tn” - mode. This means that 2P

a. only normal users are allowed to join

b. no external messages are allowed

c. the server traces all actions

d. only channel operators may change the topic of the channel

Assignment 20 What is likely to happen when there a netsplit occurs? 2P

a. a large number of users is suddenly unavailable
b. you get disconnected from your server

c. your dialup-connection hangs up

d. you lose your channel operator status

Assignment 21 What can be the cause of a so-called "lag” ? 3P

a. a large number of users disconnects from a server at the tsae
b. a large number of users carry a conversation

c. the network is congested with other traffic like http / fg-ihail

d. a server with a bad connection has a lot of users

e. someone launches a bot that floods the network

f. a lot of users carry DCC conversations and/or file trarssfer

Assignment 22 Can IRC packets become fragmented as they travel over the 12eP.

work?
a. Yes, since IRC uses TCP/IP
b. No, since IRC uses TCP/IP
c. Yes, since IRC uses UDP
d. No, since IRC uses UDP

e. Fragmentation does not apply to any IRC packets sinceatteeglready very
small.
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3 P. Assignment 23 What are the differences between channel operators andpRC
rators?

a. there is no difference

b. an IRC operator maintains an IRC network, a channel operagintains a
channel

c. unlike a channel operator, an IRC operator cannot kickaayrom a specific
channel

d. unlike an IRC operator, a channel operator cannot ex@aglene from a spe-
cific server

e. IRC operators are usually bots while channel operateraair.
f. Channel operators are usually bots while IRC operat@sat.

3 P. Assignment 24 There was a netsplit and you were channel operator on #{jeux
Now the netsplitis healed. What could happen?

a. Nothing. | keep my operator status on #linux.ger sinceisés are merged
upon reconnection.

b. There are suddenly a lot more users on #linux.ger tharrdefo

c. Everyone on #linux.ger gets operator status since mgujistatusses would
take up too much server load

d. A random user on every channel gets operator status,ealttiers are just
regular users.

e. The server asks me whether | want to keep my operator stata.

3 P. Assignment 25 A channel has one user with operator status and 5 withowt. No
the channel operator quits IRC. What happens?

a. the channel has no operator anymore

b. the first user in the channel list is assigned operatanstat
c. all users are assigned operator status

d. arandom user is assigned operator status

e. the former channel operator has to re-join the channéladatthas an operator
again.

f. in a "mode +tn"-channel, the topic cannot be changed amgmo

g. the channel ceases to exist since a channel must havetabiheaoperator.

3 P. Assignment 26 A channel operator can
a. give other users operator status on the same channel
b. give other users operator status on any channel
c. kick users out of a channel
d. ban users from a channel preventing them from re-joining
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e. kick a user out of IRC
f. change the channel’s modes
g. change the "Message of the Day” of a server

Assignments for Chapter "Email”

Assignment 27 Format of email messages 8 P.

a) Explain the purpose of "X-" headers with your own words. 2P.

b) Send a message with your favorite email client to the sitemail address 6 P.
(with subject "email header assignment™) and to yourselpahd your own
email that you can see all headers and explain all heades fegddlisted
(include the original headers).

Assignment 28 SMTP 10 P.

Connect to the university computer center’s host "bonsaigai . f er nuni - hagen. de).
Access is only possible via Secure Shealsf). Unix distributions mostly come
with a ssh client. Windows users please download the freatdlising

ftp://ftp.cert.dfn.de/ pub/tool s/ net/ssh/ SSHSecureShel | Cl i ent-3. 2. 3. exe.

Install and start thesh client. Klick "File", then "Quick Connect". "Host name" is
"bonsai.fernuni-hagen.de", "User Name" your account nantb@nsai.

For further information about UNIX see

ftp://ftp.fernuni-hagen. de/ pub/ pdf/urz-broschueren/broschueren/a0379202. pdf

Activate the session logging by selecting the menu "FilegSession". Choose a
file name and location for the log file.

The solution for this assignment is the log script createthatstart of thessh
session. Please copy the relevant lines from the log file tw golution document.
The log script should document all essential protocol steps

a) Sending email without an email client 8 P.
Connect to the SMTP port opri nmus. f er nuni - hagen. de using a
t el net session within thessh session. Send an email to the tutors con-
sisting of at least a "from" line, a "to" line, and a "subjetitie; subject ist
"email manually sent via the SMTP port". This email shallyoobntain the
line:
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"This is an email manually sent via the SMIP port
of bonsai. <name> <reg.no.>"

in the body. Do not forget to state your name and registrationber.

2P. b) Confirmation of a known user
What is the correct email address of the user "sommeboatsai ? Use
SMTP to verify.

Solution hints: consult the literature references given in the course unit.

3 P. Assignment 29 MIME

2P. a) Explain the "Content-Disposition" header! List threesgible values and
explain them.
1P. b) In literature you can also find the term "S/MIME". Do somedstigations and

explain it shortly. (1 point)

Assignments for Chapter "World Wide Web"

4 P. Assignment 30 Tag and Element

Explain the difference between the terms HT kg andelement.

6 P. Assignment 31 SGML DTD

Listing 1 shows a Shakespearean Sonnet in SGML format.
Write the associated DTD for this Sonnet.

Theaut hor attribute may be used optionally. Each Sonnet must exaothyamn
oneti tl eandond i nes element. Thé i nes element must contain at least one
| i ne element.

Listing 1: SGML Sonnet

<sonnet aut hor =" Shakespeare" >

<title>Sonnet IIlI</title>

<lines>
<line>Look in thy glass and tell the face thou viewest</line>
<line>Now is the tine that face should form anot her; </1ine>
<l i ne>Whose fresh repair if now thou not renewest, </Iline>
<l i ne>Thou dost beguile the world, unbless sone nother.</line>
<l i ne>For where is she so fair whose unear’d wonb</I|i ne>
<line>Di sdains the tillage of thy husbandry?</Iline>
<line>Or who is he so fond will be the tonb, </Iine>
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<line>OF his self-love to stop posterity?</line>

<line>Thou art thy nmother’s glass and she in thee</I|ine>
<line>Calls back the lovely April of her prine;</line>

<l ine>So thou through wi ndows of thine age shalt see, </I|ine>
<l ine>Despite of winkles this thy golden tine.</line>
<line>But if thou live, renenber’d not to be, </line>
<line>Die single and thine image dies with thee.</line>

</lines>

</ sonnet >

Assignment 32 HTML

Write an HTML document presenting the Sonnet in Listing 1.

The document shall comply to th&TML 4.0 strict DTD

Use an arbitrary heading element for the title. The titlehaf Eonnet is also the
title of the HTML document.

Use a paragraph element for each line.

Group the complete Sonnet with the appropriate HTML elem@mpiply a
cl ass attribute with the value "Sonnet" to this element.

Assignment 33 Cascading Style Sheets

Write a CSS1 conforming style sheet that leads to a presemtad shown in Fig. 2.
The style sheet information is included in the HTML documdifte solution is the
resulting HTML document consisting of the document create8ection 8.4 plus
the style sheet code.

Implement the following properties:

The document’s background color is black.

The Sonnet is rendered in a blue box with a white solid borflee. box has a
width of 400px, the border has a width of 2px. The space bettlee left edge
of the browser window and the box is 30px.

The distance from the box border to the text is 20px on theliofipm, and left
side.

The font for the title has the following properties: font:Ikgtica (or sans-serif),
color: white, size: 20px.

The font for the lines has the following properties: fontm&s (or serif), color:
white, size: 14px.

The text of the Sonnet is aligned at the left side.

7P.

8 P.
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7P

/3 Sonnet |l - Microsoft Internet Explorer

J Datei  Bearbeiten  Ansicht  Fawvorten Extraz 7 |

« = & [+ w9 la °

Zuriick Yanmarts Abbrechen  Aktualizieren  Startzeite Suchen

J-"-"-d[ESSE @ DM acromediatdreamweaver20hDreamweaver 24TM j o Wechseln zu J Links *

Sonnet llI

thtoug

te of wiit

|@ Fertig l_ l_ |_§] Arbeitzplatz o

Fig.2: Presentation of Sonnet

Hints:

e Set the margins of the paragraph element to zero. This vgillltén the desired
line height. Do not use thiei ne- hei ght property (because its effect heavily
depends on the browser).

e Use the properties of the grouping element to create the box.

e The presentation will depend on the browser you use. If péssise a current
version of Amaya, Internet Explorer, Mozilla or Opera besmthey offer the
best CSS support.

Assignment 34 Alice requests an HTML page from the site www.thisandttanh.
She uses "Wonder Browser V1.2" as user agent.

Write the HTTP/1.1 request according to the following featlist:

e The URI for the request is http://www.thisandthat.com/edrelcome.thml

e The browser is willing to accept images of type JPEG, GIF,RNG.

e The browser’s favourite language is Mexican Spanish (e3=MX

e The browser wants to make multiple requests over the sam@RFCénnection.
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Assignments for Chapter "Usenet"

Assignment 35 Write a well-formed XML representation of the Email givem i 6 P.
Listing 2. Structure the message by employing the followetgmentsenai | ,
header , body. Use further elements to structure the document semagtical

Listing 2: Email

From Anne Nonynous <anne. nonynmous@s. nyu. edu>
To: thomas. dermut h@-er nUni - Hagen. de

Date: Mon, 10 Jul 2000 16:21:33 +0200
Content-type: text/plain; charset=I SO 8859-1
Cont ent -transfer-encodi ng: Quoted-printable
Subj ect: Thanks

Priority: nornal

Dear M. Denut h,

t hank you for sending the research report.
Regar ds,

Anne Nonynous

Assignment 36 Your task is to manually send a news article to the news group 8 P.

feu.ice-bachel or. kurs. 20018. di skussi on

at the news server "feunews.fernuni-hagen.de" with thgestitNewsgroup article
manually sent via th NNTP port", stating your name and regfistn number. Addi-
tionally add a text/joke that you suppose to be funny in theéylaf the article.

Connect to the university computer center's host "bons&ibng§ai.fernuni-
hagen.de). Access is only possible via Secure Shell (sshix Uistributions
mostly come with a ssh client. Windows users please downtbadfree cli-
ent using ftp://ftp.cert.dfn.de/pub/tools/net/ssh/S8kEureShellClient-3.2.0.exe.
Install and start the ssh client. Klick "File", then "Quicloghect". "Host name" is
"bonsai.fernuni-hagen.de”, "User Name" your account nant@®nsai.

Then send the news article using NNTP. Do this using the tscammand, men-
tioned in assignment 4, and send the script/log to the erddiless for exercises
(ea.k20018@ks.fernuni-hagen.de).
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Assignments

4P.

1P

2P.

1P

4P,

Assignment 37 Use your favorite news reader to look for the newsgroup at th
university’s news server handling with the topic "Linux".

What is the name of the newsgroup?

State the subject of one article of the list

Assignments for Chapter "FTP - File Transfer Protocol"

Assignments for Chapter "IPv6"

Assignment 38 Under which aspects do IPv4 and IPv6 differ?
a. Adress field length
b. optional headers
c. maximum payload length (ignore the obsolete IPv4 JurdndeRd option.)

Assignment 39 What are the advantages gftional headersgainst one general
purpose header?

a. reduction of packet overhead

b. reduction of processing time for routing decision

c. ready for future extensions

d. easier fragmentation

Assignment 40 What is the minimum length of an IPv6 datagram?

a. 32 Bytes
b. 40 Bytes
c. 48 Bytes

Assignment 41 What statements are true related to the fragmentationv #ad
IPv6 ?

a. there is no difference

b. IPv4 protocol supports fragmentation

c. IPv6 protocol supports fragmentation

d. IPv6 datagrams can be fragmented at router

e. IPv4 datagrams can be fragmented at router

f. IPv6-Host determines fragmentation according to Patflivsize
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g. IPv4-Host determines fragmentation according to PailiuJhdize

Assignment 42 What is the maximum number of fragments an IPv6-datagram chP.
be divided into ?

a. 1l

b. 4

c.8

d. 32

e. no limitation

Assignment 43 5P.
a) How many address classes are standardised in IPv6? 1P
a.4 (A, B, C, D)

b. 1 (Unicast, Multicast)
c. No classes are defined
b) IPv4 introduced address classes of different sizess@a8B, C, D: 2P

What statements are true with respect to Class D addresses?

a. amount of addresses is 268435455
b. amount of addresses is 251658240
c. used for Unicast
d. used for Broadcast
e. used for Multicast
f. not used
c) What statements with for the comparison between IPv6 Bud CIDR are 2 P.
true?
a. IPv6 needs classes
b. IPv4 CIDR needs classes
c. IPv6 Unicast addresses consist of Registry ID, Providerid subscriber
range
d. IPv6 Unicast addresses use only the Format Prefix forrrguti
e. IPv4 CIDR does not need classes
f. IPv4 CIDR needs classes

Assignment 44 Multicast-Adresses are necessary for: 1P.

a. Point-to-point communication
b. Point-to-multipoint communication
c. Point-to-all communication
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1 P. Assignment 45 Anycast-Adressen are necessary for:

a. Point-to-point communication
b. Point-to-multipoint communication
c. Point-to-all communication

5P. Assignment 46 Assume an overloaded network. V is a video packet with a GoS o
12. M is an E-Mail-packet in the same network. What CoS doebtirio have for
Router R to prefer packet M instead of packet V ?

a.CoS=1
b.CoS=4
c.CoS=8
d.CoS =11
e.CoS=12
f.CoS =13

4 P. Assignment 47 IP-Multicast is an open-group-communication. To digiténiden-
tical content to a set of receiver nodes, there are severg wasolve this issue.
One way is, establishing n connections to n-receivers. Waistes bandwidth if
receiving nodes are neighbours, for example. A more efficéay is, let the rou-
ter on the passed path decide, when to split identical cobdestifferent outgoing
interfaces.

Question:

Person P1 sends n times the E-mails with the help of SMTPe8&Y. m E-mails
(m<n) are addressed to company C1 and are additionally seletedo mail-server
S2.

Which item is correct?
a. S1 establishes m point-to-point connection to S2
b. S1 establishes one multicast connection to S2
c. S1 establishes one point-to-point connection to S2 testrét m e-mails
d. There is no point-to-point connection at all
e. There is no multicast connection at all
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Solutions for Assignments

Solution for Assignment 1:

no solution

Solution for Assignment 2:

no solution

Solution for Assignment 3:

>

Amplitu<Le‘
A10
A9
A8
A7 |
AG |
A5 |
A4
A3 |
A2 |
A1

a)

Amplitude]
A10
A9
A8 |
A7 |
AB |
A5 |
A4 |
A3 |
A2 |
A1

b) T

Amplitude]
A10
A9
A8 |
A7 |
AB |
A5 |
A4 |
A3
A2
A1
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Ll

AmpIitucLe‘
A10

A9|

A8 |

AT |
A6 |
A5 |

A4 |
A3
A2
A1 7/( } T T T T T T >

d) T time t

Solution for Assignment 4:

Connection-

Circuit
switching

Connection-
less Packet
switching

oriented
packet

switching

Most tolerant to network failures X

The physical links contained ina | x
path are exclusively used by the
communication partners for the
whole duration of the
communication process.

Uses datagrams X

A virtual circuit is set up. X

Is employed in the Internet. X

No path is set up prior to X
transmission

Solution for Assignment 5:

Network Network Transport Application

Access

Routing X

Email client X

Datagrams X

Signals X

Connection of hosts over X
the Internet

Reliable connection of X
hosts over the Internet

Display of data X

Transmission of frames X
'Reliable connection between hosts” means a connectiomelet any two hosts

over the Internet. Hence, the network access layer is notdahect layer for this
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task, although it also provides error correction betweem ades which are atta-
ched to the same physical link. Two hosts which do not haverecdphysical

connection (e.g. which are not in the same LAN) have to usdrdresport layer

to reliably exchange data.

Solution for Assignment 6:

b, f

Solution for Assignment 7:
Solution2258 (min: 2257, max: 2258)

S
40dB = 101 -
Oglo N
S
— =10* = 10000
N

C = Blog,(1 + %)
B C
N loga(1 + %)
~ 30000 bit/s
~ 1og»(10001)
= 2258 Hz

Solution for Assignment 8:

Basic Primary ADSL V.34 RS-232
Access Access
ISDN ISDN

Which is the fastest
access technology in
the downstream?

Which is the fastest
access technology in
the upstream?

Which technology has
the shortest range?

Which technologies
employ digital
modulation?
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Solutions for Assignments

Solution for Assignment 9:

c,d,e

Solution for Assignment 10:
b,c,f

Solution for Assignment 11:

a,e

Solution for Assignment 12:

a) The network address belongs to address class C

b) 256, of course, some of them have a special meaning, bsi thee valid IP
addresses, too.

) 196.125.2.0196.125.2.1 196.125.2.2 ... 196.125.2.255

Solution for Assignment 13:

Foot

@
bluetelecom
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b) e The student’s computer contacts the DNS server of the ietesgrvice pro-
vider "Blue Telecom", domain 'bluetelecom’.

e The DNS server queries the root server for the domain 'uk’.

e The root server of the domain 'uk’ responds with the addréfiseoDNS server
of the domain ".de’.

e The DNS server of Blue Telecom queries the DNS server of theadlo'de’ for
the domain 'fernuni-hagen’.

e The root server 'de’ responds with the of the address of th&BBrver of the
university of Hagen.

e Querying the DNS server of the universiy of Hagen, this ospoads with the
address of the DNS server of the faculty of Electrical Engrirey.

e This DNS server is able to point directly on the correspogWiWWW server.
e Now the student’s computer can directly contact the WWW eseo¥ the faculy
of Electrical Engineering and read the faculty’s homepage.

Solution for Assignment 14:

a) 2 fragments

b) fragment 1: 1196 bytes
fragment 2: 1124 bytes

c) fragment 1: Offset=0
fragment 2: Offset = 147=1180 Bytes /8 Bytes

d) The fragments have the same identification in the IP header

Solution for Assignment 15:

a) ping bonsai.fernuni-hagen.de

b) The answer may differ in depedence of the internet prowde are using and
of your distance from the university of Hagen.

An exemplary answer from bonsai may look like this:

Pi ngi ng bonsai . f ernuni - hagen. de [ 132.176. 114.21] with 32 bytes of data:

Reply from 132.176.114.21: bytes=32 tine=1ns TTL=254
Reply from 132.176. 114.21: bytes=32 tine<l0Onms TTL=254
Reply from 132.176.114.21: bytes=32 tine=1nms TTL=254
Reply from 132.176.114.21: bytes=32 tine=1nms TTL=254
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Solutions for Assignments

c) We receive the IP address of bonsai which is 132.176.114@ $gee that bonsai
replies within the duration 1ms up 10ms and we see the tinnegtof the responding
packet which is 254 in this case. So, the TTL exhibits how metwork nodes have
been passed by the responding packet. In this case, it wgsooe!l intermediary
node or router.

Solution for Assignment 16:

e Host A starts sending data, beginning from byte 1 to byte 20.

e Afterwards it awaits an acknowledgement of host B conceyiire receipt of
these 20 bytes.

e If host B does not acknowledge the receipt of bytes 1-20, Koskits for a
certain time interval and then retransmits the data.

e If host B has acknowledged the receipt of 20 bytes, Host A séinel next 20
bytes starting with number 21 to 40.

e Afterwards host A awaits an acknowledgement of host B cangrthe receipt
of these bytes 21-40.

e After the receipt of the acknowledgement concerning byled@, host A trans-
mits the last 10 bytes numbered from 41-50.

e Upon receipt of these data, host B again has to sent an ackdgerhent. This
last data is less than the window size, but the TCP Headettieldeceiver that
it only contains 10 bytes. Therefore Host B does not wait forerbytes.

Solution for Assignment 17:

C) is correct

Solution for Assignment 18:

a) and d) are correct.

b) An IRC conversation is as secure or insecure as an e-nmai $ioth can be
observed by a third party. Only DCC provides a means of aksestire chatting.

c) An e-mail is as personal or impersonal as a chat conversati

Solution for Assignment 19:

b) and d) are correct.

Solution for Assignment 20:

a) and b) correct, c) not a netsplit issue and d) as well

Solution for Assignment 21:

b), c), d), e) correct, a) wrong, because disconnects arérslessages and after the
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receiption the disconnect frees server load. A "lag” dodgaie place. f) wrong,
because DCC means DIRECT client connection, not taking wyeséoad. "lag”
refers to the time commands travel between users.

Solution for Assignment 22:

only a) correct

Solution for Assignment 23:

b), ¢) and d) correct. Both can be bots, but not usually.

Solution for Assignment 24:

a) and b) correct, the others are nonsense.

Solution for Assignment 25:

a) and f) correct, all others incorrect. A channel becompbamed without an ope-
rator. All users can leave the channel and the first user whoime is assigned
operator status, but this is not mandatory.

Solution for Assignment 26:

a), ¢), d), f) correct, the other options are for IRC opeatorly.

Solution for Assignment 27:

a) According to the RFC 822 transport standard, header fstiiting with "X-"
will not be used for a message header standard. In resultaiteein exclusive for
user-defined fields’ use. The "X-"-fields are seen as an eateof the standard
header by introducing data of the user’s interest.

b) Recei ved: from el m fernuni-hagen.de (el mfernuni-hagen. de

[ 132.176. 114. 24]) by bonsai . fernuni-hagen. de (8.8.8+Sun/ 8. 8. 8)
with ESMIP id VAA28623 for <g5930324@onsai . fernuni - hagen. de>;
Thu, 9 Nov 2000 21:35:04 +0100 (MET) Received: from

bonsai . f er nuni - hagen. de (actual |y Shiva- HGW 135. f er nuni - hagen. de)
by el m fernuni-hagen.de via |ocal -channel with ESMIP;

Thu, 9 Nov 2000 21: 34:48 +0100

Received: This field contains the names of the sending aneivieg hosts
(elm.fernuni-hagen.de, bonsai.fernuni-hagen.de), aé agethe time-of-receipt
(Thu, 9 Nov 2000 21:35:04 +0100 (MET)). Following "with” tmeail protocol is
specified (ESMTP). "id” is followed by the internal messadgntifier (VAA28623).
The "for” parameter gives the "original specification” (8324 @bonsai.fernuni-
hagen.de). The "via” parameter indicates the transmissfnysical mechanism
(local-channel).

Message- | D. <3A0BOCD5. F423CD1F@onsai . f er nuni - hagen. de>
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Message-ID: To each message in the internet belongs a umiguification
number(3A0BOCD5.F423CD1F@bonsai.fernuni-hagen.de).

Date: Thu, 09 Nov 2000 21:45:09 +0100 From aa <g5930324@onsai . fernuni-hage

From: This field contains the sender’'s email account. It issfime either to fill in
the actual operating one, or the one the sender wants twveeegilies to.

X-Mailer: Mdzilla 4.6 [en] (Wn95; 1) X-Accept-Language: en M ME-Version: 1.

MIME-Version: This field declares. with which MIME-Versiofi.0) the message
was composed.

Solution for Assignment 28:

a) Sending email without an email client

bash$ tel net prinus.fernuni-hagen.de 25

Trying 132.176.12. 20..

Connected to prinus.fernuni-hagen. de.

Escape character is '*]'.

220 ks. fernuni - hagen. de ESMIP Sendnmi | 8.11.3/8.11.3/SuSE Li nux 8.11.1-0.5;
hel o prinus. f ernuni - hagen. de

250 ks. fernuni -hagen. de Hell o bonsai . fernuni-hagen.de [132.176.114.21], pleas
mai |l from donal d. duck@nt enhausen. de

250 2. 1.0 donal d. duck@nt enhausen. de... Sender ok

rcpt to: tutor.k20018@ks. f ernuni-hagen. de

250 2.1.5 tutor. k20018@ks. f ernuni - hagen. de... Reci pient ok

dat a

354 Enter mail, end with "." on a line by itself

from donal d. duck@nt enhausen. de

to: tutor.k20018@ks. fernuni-hagen. de

subject: email manually sent via the SMIP port

This is an email manually sent via the SMIP port of prinus.

250 2.0.0 h4K8Rp616163 Message accepted for delivery
qui t

221 2.0.0 ks. fernuni -hagen. de cl osing connection
Connection cl osed by foreign host.

bash$

b) Confirmation of a known user

tel net bonsai . fernuni-hageb. de 25

20 bonsai . fernuni - hagen. de ESMIP Sendnmi | 8. 8.8+Sun/8.8.8; Thu, 23 Nov 2000
49: 56 +0100 ( MET)

VRFY sommer

250 Al fred Sonmmer <sommrer @onsai . fernuni - hagen. de>

qui t

221 bonsai . fernuni - hagen. de cl osi ng connecti on
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Solution for Assignment 29:

a) The field "Content-Disposition" gives additional infation about the MIME-
Element. In addition to the filename it figures the way, it ietitinto the message.
If it is an "attachment"(out of the message’s body) or emleddtnline”(in the
message’s body) in the email. Another option is extensiiert, defined by IANA.

b) SIMIME means Secure/MIME, a version with extended ségoptions.

Solution for Assignment 30:

An element is a structural component of the HTML documenmadty consist of

start tag, end tag, content, attributes. An element hastarlto other elements in
the document, like parent, child and sibling. A tag is a greglcue for the author
to define start and end points for an element. It is possilolaricelement to exist in
an HTML document although no start and end tags are visible.

Solution for Assignment 31:

Listing: DTD for Sonnet

<! ELEMENT sonnet (title, lines) >
< ELEMENT title (#PCDATA) >

<! ELEMENT | i nes (line+) >

<! ELEMENT | i ne (#PCDATA) >

<I ATTLI ST sonnet
aut hor CDATA #l MPLI ED >

Solution for Assignment 32:

Listing: HTML Sonnet

<! DOCTYPE HTML PUBLIC "-//WBC// DTD HTM. 4. 0//EN"
"http://ww. w3. org/ TR REC-ht m 40/ strict.dtd">

<htm >

<head>
<title>Sonnet IlI</title>

</ head>

<body>
<di v cl ass="Sonnet ">
<h3>Sonnet |11 </ h3>
<p>Look in thy glass and tell the face thou vi ewest</p>
<p>Now is the tine that face shoul d form anot her; </ p>
<p>Whose fresh repair if now thou not renewest, </ p>
<p>Thou dost beguile the world, unbless sonme nother.</p>
<p>For where is she so fair whose unear’d wonb</p>
<p>Di sdains the tillage of thy husbandry?</p>
<p>Or who is he so fond will be the tonb, </p>
<p>Of his self-love to stop posterity?</p>
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<p>Thou art thy nother’s glass and she in thee</p>
<p>Cal | s back the lovely April of her prine;</p>
<p>So thou t hrough wi ndows of thine age shalt see, </p>
<p>Despite of winkles this thy golden tine.</p>
<p>But if thou live, renenber’d not to be, </p>
<p>Di e single and thine inmage dies with thee. </ p>
</ div>

</ body>

</htm >

Solution for Assignment 33:

Listing: HTML Sonnet with CSS

<! DOCTYPE HTM. PUBLIC "-//WBC// DTD HTM. 4.0/ /EN"
"http://ww. w3. org/ TR REC-ht m 40/ strict.dtd">
<htm >
<head>
<title>Sonnet IlI</title>
<style type="text/css">
body { background-col or: black; }
di v. Sonnet {
wi dt h: 400px;
margi n-1 eft: 30px;
paddi ng: 20px;
border: solid 2px white
background-col or: bl ue;
color: white;
}
h3 { font-famly: sans-serif;
font-size: 20px;
mar gi n: Opx Opx 20px Opx;

}
p {
font-famly: serif;
font-size: 14px
text-align: left;
mar gi n:  0px;
}
</style>
</ head>
<body>
<di v cl ass="Sonnet">
<h3>Sonnet 111</h3>

<p>Look in thy glass and tell the face thou vi ewest</p>
<p>Now is the tine that face should form anot her; </ p>
<p>Whose fresh repair if now thou not renewest, </ p>
<p>Thou dost beguile the world, unbless some nother.</p>
<p>For where is she so fair whose unear’ d wonb</p>

<p>Di sdains the tillage of thy husbandry?</p>

<p>Or who is he so fond will be the tonb, </p>

<p>Of his self-love to stop posterity?</p>

<p>Thou art thy nother’s glass and she in thee</p>
<p>Cal | s back the lovely April of her prine;</p>
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<p>So thou through wi ndows of thine age shalt s
<p>Despite of winkles this thy golden tine.</p
<p>But if thou live, renenber’d not to be, </ p>
<p>Di e single and thine inmage dies with thee. </
</ div>

</ body>

</htm >

ee, </ p>
>

p>

Solution for Assignment 34:

GET / hone/ wel cone. html HTTP/ 1.1
Accept: image/gif, imagel/jpeg,
Accept - Language: es-MX
User - Agent: Wonder Browser V1.2
Host: www. t hi sandt hat. com
Connection: Keep-Alive

* [ %

i mage/ png,

Solution for Assignment 35:

<emai | >
<header >
<Fronp
<Nanme>Anne Nonynous</ Nane>
<Emai | >anne. nonynmous@s. nyu. edu</ Emai | >
</ Fronp
<To>t honas. denut h@-er nUni - Hagen. de</ To>
<Dat e>Mon, 10 Jul 2000 16:21: 33 +0200</ Dat e>
<Cont ent -type>t ext/pl ai n; charset =l SO 8859- 1</ Co
<Cont ent -t r ansf er - encodi ng>Quot ed- pri nt abl e</ Con
<Subj ect >Thanks</ Subj ect >
<Priority>normal </Priority>
</ header >
<body>
<p>Dear M. Denuth, </ p>
<p>t hank you for sending the research report.</p
<p>Regar ds, </ p>
<p>Anne Nonynous</ p>
</ body>
</ email >

Solution for Assignment 36:

demut h@rimus: ~ > tel net news. fernuni-hagen.de 119
Trying 132.176.114. 41..

Connect ed t o oak. Fer nUni - Hagen. de.

Escape character is ""]’.

200 oak. fernuni-hagen. de | nter Net News NNRP server
post

340 &k

Newsgroups: feu.ice-bachel or. kurs. 20018. di skussi on
From thomas. demut h@ er nuni - hagen. de

ntent-type>
tent-transfer-encodi ng>

>

INN 2.2 21-Jan-1999 ready (posting ok).
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Subj ect: nntp exanmple
f oo bar

240 Article posted

qui t

205 .

Connection closed by foreign host.
demut h@ri nmus: ~

Solution for Assignment 37:

feu.comp.linux

[time dependent, take a look at the newsgroup]

Solution for Assignment 38:
a), b)

Solution for Assignment 39:
a), b), c)

Solution for Assignment 40:
b)

Solution for Assignment41:
b), c), e), f)

Solution for Assignment 42:

e)

Solution for Assignment 43:

a) No classes are defined. Instead there are predefined seklresy. Multicast,

Broadcast.

b) a) correct: 224.0.0.0 - 239.255.255.255

e) correct

C) correct: ¢), e)

See Section 11.4 (CIDR - Classless Inter-Domain Routing).

Solution for Assignment 44:
b)

Solution for Assignment 45:

b), a) is a special case of b).
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Solution for Assignment 46:
f)

Solution for Assignment 47:

It would be nice, if e-mails would use the multicast featufenetworks. E-mail
servers do not use multicast. In this special case theredameilonly a need for
one TCP/IP connection from Server S1 to Server S2. Then tlilesaraers had to
multiplex the mails in one connection. Mail servers do na/psovide this feature.

a)e)
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